
(1)

GAUHATI UNIVERSITY
Centre for Distance and Online Education

MASTER OF COMMERCE

M.Com. Third Semester
(Under CBCS)

 

Paper : COM 3016

RESEARCH  METHODOLOGY

COM-3016



(2)

SLM Development Team:

Head, Department of Commerce, G.U.
Programme Co-Ordinator, M.Com., GUCDOE
Prof. S. K. Mahapatra, Department of Commerce, G.U.
Prof. Prashanta Sharma, Department of Commerce, G.U.
Mr. Rajen Chetry, Assistant Professor, GUCDOE

Course Coordination:

Dr. Debahari Talukdar Director, GUCDOE
Dr. Tilak Ch. Das Programme Coordinator, M.Com, GUCDOE &

Assistant. Professor, Dept. of Commerce, G.U.
Mr. Rajen Chetry Assistant Professor, GUCDOE
Dipankar Saikia Editor SLM, GUCDOE

Contributors:

Mr. Rajen Chetry Unit 1 to 13
Assistant Professor in Commerce, GUCDOE

Ms.  Mahuya Deb Units: 14 & 15
Assistant Professor , Deptt. of Commerce, G.U.

Dr. Paromita Roy Units: 16,17 & 18
Teaching Associate, Deptt. of Commerce, G.U.

Mr. Jubin Muktiar Units: 19 & 20
Assistant Professor in Commerce, GUCDOE

Content Editing:
Dr. Mahuya Deb
Assistant Professor, Deptt. of Commerce, G.U.

Cover Page Design & Type Setting:
Bhaskar Jyoti Goswami GUCDOE
Nishanta Das GUCDOE

ISBN: 978-81-989447-3-3
July, 2025

© Copyright by GUCDOE. All rights reserved. No part of this work may be
reproduced, stored in a retrieval system, or transmitted, in any form or by any
means, electronic, mechanical, photocopying, or otherwise.
Published on behalf of Gauhati University Centre for Distance and Online
Education by the Director, and printed at Gauhati University Press, Guwahati-
781014.



(3)

CONTENTS

Page No.
Unit-1 : Concept and Nature of Research 4-26

Unit-2 : Social Science Research and Business Research:

Difficulties of social science research in India 27-47
Unit-3 : Approaches to Research 48-68

Unit-4 : Defining Research Problem, Identification Process,

Review of Existing Literature 69-90
Unit-5 : Components of Research Problem 91-104

Unit-6 : Research Design 105-121

Unit-7 : Formulation of Research Design 122-138

Unit-8 : Research Design in Social Research 139-157
Unit-9 : Sampling Design 158-170
Unit-10 : Punishment 171-188

Unit-11 : Probability and Non Probability Sampling Methods 189-215

Unit-12 : Data Collection: Primary Data 216-230

Unit-13 : Data Collection: Secondary Data 231-246
Unit-14 : Data Processing: Editing, Coding, tabulation

and Classification 247-267
Unit-15 : Analysis and Interpretation of the Processed Data,

Quantitative Techniques of Data Analysis 268-284

Unit-16 : Test of Significance 285-298

Unit-17 : Various Tests Associated with Test of Significance 299-328

Unit-18 : Analysis of Variance 329-347

Unit-19 : Research Report Writing 348-361

Unit-20 : Types of Reports and Computer Use 362-372



4 
 

Unit-1 
Concept and Nature of Research 

 

Unit Structure: 
1.1. Introduction  

1.2. Objectives 

1.3. Concept and Nature of Research of research 

1.3.1: Characteristics of research  

1.3.2: Types of research  

1.3.3: Role of research in academic and industrial settings 

1.4: Difference between Research and Research Methodology  

1.5: Objectives of Research  

1.6: Research Process  

1.7: Criteria of a Good Research  

1.8. Summing 

1.9:  Model Questions  

1.10. References and Suggested Readings  

 

 

1.1: Introduction 

Research is a systematic process of inquiry aimed at discovering 

new knowledge, verifying existing information, and solving 

problems. It involves the collection, analysis, and interpretation of 

data to answer specific questions or explore new areas of interest. 

Research can be qualitative or quantitative, depending on the nature 

of the study and the objectives it seeks to achieve. It follows a 

structured methodology to ensure accuracy, reliability, and validity 

in findings. Research plays a crucial role in expanding the 

boundaries of knowledge. It helps in uncovering facts, identifying 

patterns, and understanding phenomena in a structured manner. 

Through research, scholars and professionals can develop new 
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theories, refine existing knowledge, and contribute to the 

advancement of various fields. It enables innovation, informs 

decision-making, and provides solutions to real-world problems. 

Without research, progress in science, technology, medicine, and 

other areas would be limited, affecting the overall development of 

society. 

Research is relevant across all disciplines and fields of study. In the 

natural sciences, it leads to medical advancements, technological 

innovations, and environmental solutions. In social sciences, 

research helps in understanding human behavior, societal trends, 

and economic policies. In business and management, research aids 

in strategic decision-making, market analysis, and financial 

forecasting. Even in creative fields such as literature and arts, 

research contributes to the interpretation of texts, cultural studies, 

and artistic innovations. Regardless of the discipline, research 

enhances understanding, fosters progress, and helps in addressing 

contemporary challenges. 

This unit explores the concept and nature of research in a simplified 

manner to help learners grasp its fundamental aspects. It begins by 

differentiating research from research methodology, highlighting 

how research is the broader process while research methodology 

refers to the specific techniques used. The unit also covers the 

objectives of research, explaining why it is conducted and what 

outcomes it aims to achieve. Additionally, it outlines the research 

process, detailing the step-by-step approach involved in conducting 

systematic research. Finally, the unit discusses the criteria of good 

research, emphasizing qualities such as reliability, validity, and 

objectivity. By the end of this unit, learners will have a clear 

understanding of what research entails and its significance in 

academic and professional fields. 
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1.2: Objectives 

After going through this you will be able to 

 understand the concept and nature of research, 

 know the objectives of research, 

 differentiate between research and research methodology, 

 discuss the criteria of a good research, 

 analyse the various process involved in research. 

 

1.3: Concept and Nature of Research 

Research refers to a careful and systematic investigation undertaken 

to increase knowledge, find solutions to problems, or establish new 

facts. It is a process of inquiry that aims to answer specific questions 

using scientific methods. Research is essential in every discipline, as 

it helps in making informed decisions, improving practices, and 

contributing to the development of new theories and technologies. 

 

1.3.1: Characteristics of Research 

1. Systematic – Research follows a structured approach, with clear 

objectives, methodology, and analysis. Every step is carefully 

planned to ensure accuracy and reliability. 

2. Objective – It is free from personal biases and is based on facts 

and evidence. Researchers rely on data and logical reasoning 

rather than assumptions or emotions. 

3. Empirical – Research is based on real-world observations and 

experiments rather than just theoretical concepts. It involves data 

collection and analysis to validate findings. 

4. Replicable – Good research can be repeated by other 

researchers under similar conditions to verify its reliability and 

validity. 



7 
 

5. Logical – Research follows a logical sequence, starting from 

identifying a problem to drawing conclusions based on 

systematic analysis. 

6. Ethical – Research is conducted with integrity, ensuring 

honesty, fairness, and respect for participants and data. 

 

1.3.2: Types of research  
1. Basic vs. Applied Research 

 Basic Research aims to expand theoretical knowledge without 

immediate practical application. It is primarily conducted in 

universities and research institutions to explore fundamental 

concepts. It helps in building scientific theories and expanding 

the existing body of knowledge. Example: Studying the 

properties of a newly discovered element and how it interacts 

with other substances. 

 Applied Research focuses on solving specific real-world 

problems. It is often conducted by businesses and industries to 

develop practical solutions. Applied research takes the 

knowledge gained from basic research and applies it to create 

innovations. Example: Developing a vaccine for a new disease 

and testing its effectiveness in real-world scenarios. 

2. Qualitative vs. Quantitative Research 

 Qualitative Research explores concepts, experiences, and social 

phenomena using non-numerical data such as interviews and 

observations. It helps researchers understand human emotions, 

motivations, and perspectives. Example: Conducting in-depth 

interviews to understand consumer behavior and why people 

prefer certain brands. 

 Quantitative Research relies on numerical data, statistical 

analysis, and structured methodologies to measure variables and 

test hypotheses. It allows researchers to identify patterns, 
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correlations, and causations. Example: Analyzing survey 

responses to determine customer satisfaction levels and 

predicting future purchasing trends. 

3. Exploratory vs. Descriptive Research 

 Exploratory Research is conducted to explore a new area where 

little information is available. It helps in defining problems and 

generating hypotheses for further studies. Example: 

Investigating emerging trends in artificial intelligence and 

understanding their potential applications. 

 Descriptive Research provides detailed descriptions of 

characteristics, behaviors, or events. It focuses on providing an 

accurate representation of a phenomenon. Example: Conducting 

a survey to understand customer preferences in online shopping 

and presenting statistical insights. 

4. Experimental vs. Non-Experimental Research 

 Experimental Research involves manipulating one or more 

variables to observe their effect. It follows a structured 

methodology, often using control and experimental groups to 

establish causal relationships. Example: Testing the 

effectiveness of a new drug in clinical trials by comparing a 

treated group with a placebo group. 

 Non-Experimental Research does not involve manipulation of 

variables; instead, it observes and analyzes naturally occurring 

situations. It is often used in social sciences and business 

research. Example: Studying consumer behavior in a retail store 

without influencing their choices and drawing insights from 

naturally occurring patterns. 

5. Longitudinal vs. Cross-Sectional Research 

 Longitudinal Research studies the same group of subjects over 

an extended period. It helps in understanding changes over time, 

making it useful in behavioral and medical studies. Example: 
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Tracking students' academic performance over ten years to 

analyze the impact of different teaching methodologies. 

 Cross-Sectional Research examines different subjects at a single 

point in time, providing a snapshot of a particular situation. 

Example: Conducting a one-time survey on consumer 

preferences across different age groups to understand 

generational differences in purchasing behavior. 

6. Correlational vs. Causal Research 

 Correlational Research studies the relationship between two or 

more variables without establishing cause and effect. It helps in 

identifying patterns and associations. Example: Examining the 

correlation between exercise and stress levels among working 

professionals. 

 Causal Research aims to establish cause-and-effect relationships 

between variables. It involves rigorous testing to ensure validity. 

Example: Studying the impact of advertising on product sales 

and determining whether increased marketing efforts lead to 

higher revenue. 

7. Case Study Research 

 Case Study Research focuses on an in-depth analysis of a single 

case, individual, or organization. It provides detailed insights 

that help researchers understand complex issues in a real-world 

context. This type of research is widely used in business, 

psychology, and social sciences. Example: Analyzing the 

business strategy of a successful startup to identify key factors 

that contributed to its success. Case study research often 

involves interviews, observations, and document analysis to 

gather comprehensive information. 

8. Action Research 

 Action Research is conducted to address practical problems and 

bring immediate improvements. It is commonly used in 
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educational and organizational settings to improve practices and 

processes. This type of research involves a cycle of planning, 

action, observation, and reflection to ensure continuous 

improvement. Example: Studying teaching methods to enhance 

student engagement and testing different classroom strategies to 

find the most effective approach. Action research is highly 

participatory, involving stakeholders directly in the problem-

solving process, making it a valuable tool for real-world 

application. 

 

                          Check your Progress 
1. Differentiate between basic and applied research 

2. What is research? Give a simple definition 

3. What is Action Research?  

4. What is Case Study Research?  

5. Differentiate between Longitudinal vs. Cross-Sectional 

Research 

6. Differentiate between Qualitative vs. Quantitative Research. 

7. Differentiate between Exploratory vs. Descriptive Research. 

 

 

1.3.3: Role of research in academic and industrial settings: The 

role of research in academic and industrial settings is briefly 

discussed as follows:  

Role of Research in Academic Research 

 Academic research helps in advancing knowledge across various 

disciplines. It contributes to the development of new theories, 

concepts, and methodologies that enrich the academic 

community. Researchers, scholars, and students engage in 

academic research to explore unanswered questions and add 

value to their respective fields. 



11 
 

 Academic research plays a key role in the development of 

theories and models that form the foundation of various subjects. 

For example, economic models, psychological theories, and 

scientific principles are all outcomes of rigorous academic 

research. These theories provide a structured understanding of 

different phenomena and help guide future studies. 

 Academic research supports students, scholars, and educators in 

their learning and teaching processes. It helps in improving 

curriculum design, developing new pedagogical techniques, and 

enhancing the overall quality of education. Universities and 

research institutions rely on academic research to maintain high 

standards of education and ensure continuous learning. 

 Academic research provides the foundation for evidence-based 

policymaking and decision-making. Governments and 

organizations use research findings to formulate policies on 

public health, education, economic development, and 

environmental sustainability. Reliable research data ensures that 

decisions are made based on facts rather than assumptions. 

Role of Research in Industrial Research 

 Industrial research drives innovation in technology, production 

processes, and business strategies. Companies invest in research 

and development (R&D) to create cutting-edge products, 

improve operational efficiency, and gain a competitive 

advantage in the market. 

 Industrial research helps companies understand market trends, 

customer preferences, and competition. Market research studies 

consumer behavior, evaluates demand patterns, and analyzes 

competitors’ strategies to help businesses make informed 

marketing and investment decisions. 

 Industrial research leads to the development of new products and 

services that improve quality and efficiency. For example, 
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pharmaceutical companies conduct extensive research to 

develop new drugs, while automobile companies innovate to 

create fuel-efficient and environmentally friendly vehicles. 

 Industrial research enhances productivity and competitiveness in 

different industries. By adopting advanced technologies and 

innovative solutions, companies can streamline operations, 

reduce costs, and improve product quality. This research-driven 

approach ensures sustainable growth and long-term success in 

the global market. 

 

1.4: Difference Between Research and Research Methodology:  
Research refers to the systematic process of gathering information, 

analyzing data, and drawing conclusions to generate new knowledge 

or validate existing concepts. It is aimed at solving problems, 

understanding phenomena, and making discoveries across various 

fields of study. Research is guided by objectives and involves 

different methods and techniques for collecting and analyzing data. 

Research methodology, on the other hand, is the structured 

framework that outlines how research should be conducted. It 

includes the principles, procedures, and techniques that researchers 

follow to carry out studies effectively. Research methodology 

ensures that research is conducted systematically, accurately, and 

reliably. It provides guidelines on research design, data collection 

methods, sampling techniques, and data analysis approaches. 

The following table shows the difference between Research and 

Research Methodology 

Point of 
Distinction Research Research Methodology 

Definition 

Research is the process 
of investigating a 
specific topic to generate 
new knowledge or verify 
existing knowledge. 

Research methodology 
refers to the systematic 
approach, techniques, 
and methods used to 
conduct research. 
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Purpose 

The main purpose of 
research is to discover, 
analyze, and interpret 
information to solve 
problems or expand 
knowledge. 

Research methodology 
aims to provide a 
structured framework 
for conducting research 
in a reliable and valid 
manner. 

Focus 

Research focuses on the 
subject matter being 
studied and aims to find 
answers to research 
questions. 

Research methodology 
focuses on how research 
is conducted, including 
the techniques and 
strategies used. 

Scope 

Research covers the 
entire study, from 
problem identification to 
conclusions and 
recommendations. 

Research methodology 
deals specifically with 
data collection, 
sampling, and analysis 
techniques. 

Application 

Research is applied in 
various fields such as 
science, business, and 
social sciences to gain 
insights and develop 
solutions. 

Research methodology 
is applied to ensure that 
research is conducted 
systematically and 
scientifically. 

Outcome 

The outcome of research 
is new knowledge, 
findings, or solutions to 
problems. 

The outcome of research 
methodology is the 
validation of the 
research process and 
ensuring its accuracy 
and reliability. 

 

Inter-relationship between Research and Research 
Methodology:  

Research and research methodology are closely interrelated and 

complement each other in the process of knowledge generation. 

Research is the broader concept that encompasses various studies 

conducted to discover new knowledge, whereas research 

methodology provides the structured approach to conducting those 

studies effectively. 



14 
 

A well-designed research methodology enhances the quality, 

credibility, and reliability of research findings. Without an 

appropriate methodology, research results may be biased, 

inaccurate, or lack validity. Researchers must carefully select the 

right methodology to ensure that data collection and analysis are 

done systematically. 

For example, in a scientific experiment, research focuses on testing 

a hypothesis, while research methodology outlines the experimental 

design, data collection techniques, and statistical tools used for 

analysis. Similarly, in social sciences, research may aim to study 

human behavior, while research methodology defines whether 

qualitative, quantitative, or mixed-method approaches will be used. 

 
1.5: Objectives of Research  
Research is a systematic and scientific investigation aimed at 

discovering new knowledge, solving problems, or developing new 

theories. The objectives of research help define its purpose and 

guide the entire research process. Below are the key objectives of 

research: 

 To Explore New Knowledge: One of the primary objectives of 

research is to explore and discover new facts, concepts, and 

theories. It helps in understanding unknown aspects of a subject 

and expanding the existing body of knowledge. 

 To Identify and Define Problems: Research helps in identifying 

real-world problems in various fields such as business, science, 

economics, and social sciences. By defining the problem clearly, 

researchers can find appropriate solutions. 

 To Find Solutions to Problems: Applied research is focused on 

solving practical problems in society, industries, and 

organizations. For example, medical research aims to find cures 
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for diseases, and business research helps improve management 

strategies. 

  To Test Hypotheses:  A hypothesis is an assumption or a 

proposed explanation that needs to be tested. Research helps in 

testing these hypotheses through experiments, surveys, or data 

analysis to determine their validity. 

 To Develop Theories and Models: Research contributes to the 

development of new theories, models, and frameworks that help 

in understanding different phenomena. For example, economic 

theories, scientific models, and management frameworks are 

developed through research. 

 To Improve Decision-Making: Research provides factual data 

and insights that help in making informed decisions. Businesses, 

policymakers, and organizations rely on research to make 

strategic decisions and improve operations. 

 To Establish Cause-and-Effect Relationships: Research helps in 

understanding the relationship between different variables. For 

example, it can help determine how employee motivation affects 

productivity or how climate change impacts agriculture. 

 To Predict Future Trends: Research enables forecasting of future 

trends based on historical data and analysis. This is crucial in 

fields like finance, economics, and technology, where trends 

influence decision-making. 

 To Verify and Validate Existing Knowledge: Many research 

studies are conducted to verify the accuracy and reliability of 

existing knowledge. This helps in confirming previously 

established theories or updating them based on new findings. 

 To Improve Quality of Life Research in medicine, engineering, 

and social sciences aims to improve the overall well-being of 

people. It leads to innovations, better healthcare, improved 

education, and economic growth. 
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  To Contribute to Policy Formulation: Government policies and 

regulations are often based on research findings. For example, 

economic policies, public health guidelines, and environmental 

laws are developed after extensive research. 

  To Support Academic and Professional Growth: Research is 

essential for students, academicians, and professionals as it helps 

in learning, teaching, and career development. It enhances 

knowledge, skills, and expertise in a particular field. 

 

1.6: Research Process 
The research process follows a systematic approach to ensure that 

the study is objective, reliable, and valid. From identifying the 

problem to presenting findings, each step plays a crucial role in 

generating meaningful and accurate results. Understanding and 

following these steps ensures that research contributes effectively to 

academic, scientific, and practical knowledge. The points highlight 

the step by step process in a research.    

1. Identifying the Research Problem: The first step in the research 

process is to identify and define a research problem. A research 

problem is an issue, question, or gap in knowledge that needs to be 

explored. It can come from observations, literature gaps, practical 

challenges, or discussions with experts. 

 A well-defined research problem should be clear, specific, and 

researchable. 

 It sets the foundation for the study and determines the direction 

of the research. 

 Example: "How does employee motivation impact productivity 

in the workplace?" 

2. Reviewing Literature: A literature review involves studying 

existing research, theories, and findings related to the research 
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problem. This step helps in understanding what have already been 

explored and identifying gaps that the current research can address. 

 It involves reading books, journal articles, reports, and credible 

online sources. 

 Helps in refining research questions and avoiding duplication of 

existing studies. 

 Provides a theoretical framework and background for the study. 

3. Formulating Objectives and Hypotheses: Once the problem is 

identified, the researcher formulates objectives that define what the 

study aims to achieve. Objectives should be specific, measurable, 

achievable, relevant, and time-bound (SMART). 

 Research Objectives: Describe what the researcher aims to study 

and achieve. Example: "To analyze the impact of financial 

incentives on employee motivation." 

 Hypothesis (if applicable): A hypothesis is a testable statement 

that predicts the relationship between variables. Example: 

"Higher financial incentives lead to increased employee 

productivity." 

4. Selecting Research Design and Methodology: This step involves 

choosing the appropriate research design, methods, and techniques 

to conduct the study. The research design acts as a blueprint for data 

collection, analysis, and interpretation. 

 Types of Research Design: 

 Descriptive Research: Observes and describes characteristics 

(e.g., surveys, case studies). 

 Exploratory Research: Seeks to explore new insights (e.g., 

interviews, qualitative research). 

 Experimental Research: Tests hypotheses through controlled 

experiments. 

 Research Methods: 
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 Qualitative Methods: Focus on non-numerical data (e.g., 

interviews, case studies). 

 Quantitative Methods: Use statistical and numerical data (e.g., 

surveys, experiments). 

5. Data Collection: Data collection is the process of gathering 

relevant information to analyze and answer the research question. 

The choice of data collection methods depends on the research 

design and objectives. 

 Primary Data: Data collected directly from sources (e.g., 

surveys, interviews, experiments). 

 Secondary Data: Existing data from books, reports, online 

sources, or databases. 

 Techniques of Data Collection: 

 Surveys and Questionnaires 

 Interviews 

 Observations 

 Focus Groups 

 Experiments 

6. Data Analysis and Interpretation: Once data is collected, it must 

be analyzed to derive meaningful insights. Data analysis involves 

organizing, summarizing, and interpreting the data to test 

hypotheses and answer research questions. 

 Quantitative Data Analysis: 

 Statistical tools such as mean, median, standard deviation, 

regression analysis, and hypothesis testing. 

 Software like SPSS, Excel, R, or Python is used for analysis. 

 Qualitative Data Analysis: 

 Thematic analysis, content analysis, coding, and interpretation 

of patterns and trends. 

 Data Interpretation: 
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 Findings are compared with existing literature and hypotheses to 

draw conclusions. 

7. Reporting and Presenting Findings: The final step of the research 

process is to document and present the findings in a clear and 

structured manner. A research report summarizes the entire study, 

including the problem, objectives, methods, data analysis, findings, 

and conclusions. The various components of a Research Report are: 

 Introduction 

 Literature Review 

 Research Methodology 

 Data Analysis and Findings 

 Conclusion and Recommendations 

 References and Citations 

 The research report can be presented in journals, academic 

conferences, business reports, or project reports. 

 

1.7: Criteria of a Good Research 

Good research is the foundation of knowledge and decision-making. 

It must be systematic, reliable, and contribute meaningful insights. It 

should be clear, reliable, and add value to knowledge. By ensuring 

proper methodology, valid data, ethical considerations, and logical 

analysis, research can provide meaningful insights that benefit 

academia, businesses, and society as a whole. Below are the key 

criteria that define good research: 

1. Clarity of Research Problem: A good research study begins 

with a well-defined problem. The research problem should be clear, 

specific, and focused on a particular issue. A vague or overly broad 

problem can lead to confusion and ineffective results. 
For example, instead of researching "Impact of technology on 

business," a clearer problem would be "Impact of artificial 

intelligence on customer service efficiency in banking." 
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2. Well-Defined Objectives: The research should have specific 

objectives that outline what the study aims to achieve. These 

objectives should be measurable and aligned with the research 

problem. 

For instance, if studying the effect of employee motivation on 

productivity, the objectives could be: 

 To analyze the factors influencing employee motivation. 

 To examine the relationship between motivation and 

productivity. 

Having clear objectives ensures that the research stays on track and 

produces meaningful outcomes. 

3. Systematic Approach: Good research follows a structured and 

logical process. Each step, from identifying the problem to data 

collection, analysis, and reporting, should be planned systematically. 

A well-organized study ensures accuracy and reliability in findings. 
For example, a researcher conducting a survey should: 

1. Define the target population. 

2. Design a questionnaire. 

3. Collect responses systematically. 

4. Analyze the data methodically. 

4. Reliability and Validity 
A good research study produces results that are consistent and 

accurate. Reliability means that if the research is repeated under 

similar conditions, it should yield the same results. Validity ensures 

that the research measures what it is intended to measure. 

For example: 

 If a weight-measuring machine gives different results for the 

same object, it lacks reliability. 

 If a survey designed to measure customer satisfaction actually 

measures brand awareness, it lacks validity. 
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Reliable and valid research ensures that conclusions are trustworthy 

and applicable. 

5. Ethical Considerations: Research should be conducted ethically, 

respecting confidentiality, privacy, and honesty. Participants should 

give informed consent, and their identities should be protected. 

Plagiarism and data manipulation should be strictly avoided. 

For example: 

 In medical research, patients should be informed about risks 

before participating. 

 In business research, companies should not manipulate data to 

favor their interests. 

Adhering to ethical standards maintains the credibility and integrity 

of research. 

6. Use of Appropriate Methodology: A good research study 

employs the right methods based on the research problem. The 

choice of methodology depends on whether the research is 

qualitative, quantitative, or a combination of both. 
 Qualitative research is used for exploratory studies (e.g., 

interviews, case studies). 

 Quantitative research is used for numerical analysis (e.g., 

surveys, experiments). 

For example, studying consumer buying behavior may require 

surveys (quantitative), while understanding employee work culture 

may need in-depth interviews (qualitative). 

7. Adequate and Relevant Data Collection: Good research is 

based on accurate, relevant, and sufficient data. The data should be 

collected from reliable sources, whether primary (interviews, 

surveys) or secondary (books, articles). 
For example: 

 Research on inflation should use data from official economic 

reports rather than random websites. 
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 A study on customer preferences should gather responses from a 

large enough sample to be representative. 

Having adequate data improves the credibility and applicability of 

research findings. 

 

8. Logical and Objective Analysis: Data should be analyzed 

logically, without personal bias or pre-determined conclusions. The 

researcher should use proper statistical tools, qualitative reasoning, 

or theoretical frameworks to interpret results accurately. 
For instance: 

 A study on employee performance should analyze productivity 

data rather than relying on opinions. 

 Market research should use statistical tools like regression 

analysis rather than assumptions. 

Objective analysis ensures that the research findings are fact-based 

and reliable. 

9. Contribution to Knowledge: Good research should add value to 

existing knowledge and provide insights that help solve real-world 

problems. Whether it introduces a new theory, confirms previous 

findings, or offers practical solutions, research should be 

meaningful. 
For example: 

 A study on renewable energy adoption can help governments 

frame better policies. 

 Research on online learning effectiveness can improve 

educational methods. 

Adding value to knowledge ensures that research is impactful and 

beneficial. 

10. Clear and Concise Presentation: The findings of research 

should be presented in a structured, clear, and easy-to-understand 

manner. A well-written research report includes: 
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 A proper introduction and background. 

 Clear data representation (graphs, tables, charts). 

 Logical conclusions and recommendations. 

 

For example: 

 A research report on digital marketing should present key 

statistics visually. 

 A study on climate change should summarize findings clearly 

for policymakers. 

Effective presentation ensures that research findings are accessible 

and useful to others. 

11. Scope for Further Research: Good research acknowledges its 

limitations and suggests areas for future studies. No research is 

perfect, and acknowledging gaps helps other researchers build upon 

existing findings. 
For example: 

 A study on consumer behavior in urban areas may suggest 

further research on rural markets. 

 A study on workplace stress in IT companies may recommend 

studying other industries. 

This ensures that research remains a continuous process, improving 

over time. 

                                       Check your Progress 
1. What are the key components of a research process? 
2. Identify and explain any two characteristics of research 
3. What are the main sources of data collection in research? 
4. Why is a systematic approach important in research? 
5. What is meant by reliability and validity in research? 
6. What is the significance of hypothesis formulation in 

research 
7. Mention the various components of a Research Report 
8. What is Research Methodology?  
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1.8. Summing Up 
Research is a systematic and scientific process of investigating 

problems, gathering relevant information, analyzing data, and 

drawing conclusions. It aims to expand knowledge, validate 

theories, and provide solutions to practical issues. Good research is 

characterized by being systematic, objective, empirical, and 

replicable, ensuring accuracy and reliability. There are different 

types of research, including basic and applied research, quantitative 

and qualitative research, and exploratory, descriptive, and 

experimental studies. While academic research contributes to 

knowledge creation and learning, industrial research plays a crucial 

role in innovation, product development, and market analysis. 

Research and research methodology, though closely related, are 

different concepts. Research focuses on discovering new 

knowledge, while research methodology refers to the tools, 

techniques, and processes used to conduct research systematically. 

The primary objectives of research include exploring new areas of 

knowledge, solving problems, making informed decisions, and 

testing hypotheses. The research process involves several key steps, 

starting with identifying the research problem, reviewing existing 

literature, formulating objectives and hypotheses, selecting the 

appropriate research methodology, collecting and analyzing data, 

and finally, reporting and presenting findings. 

For research to be effective, it must meet specific criteria. Good 

research should have a clear problem statement, well-defined 

objectives, and a structured methodology. It should ensure the 

reliability and validity of data, maintain ethical integrity, and 

provide logical and unbiased analysis. Additionally, research should 

contribute meaningful insights and be presented in a clear and 

organized manner. Ultimately, research serves as a foundation for 

academic advancements, business growth, and societal progress, 
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playing a crucial role in knowledge generation and decision-making 

across various fields. 

 
1.9:  Model Questions  
1. Define research and explain its significance in academic and 

industrial settings. 

2. Discuss the key characteristics of research with suitable 

examples. 

3. Explain the different types of research and their applications. 

4. Differentiate between research and research methodology with 

examples. 

5. What are the main objectives of research? Explain in detail. 

6. Describe the research process step by step with a suitable 

diagram. 

7. Discuss the criteria of a good research study with examples. 

8. How does research contribute to innovation and decision-

making in industries? 

9. Compare and contrast qualitative and quantitative research 

methods. 

10. Explain the importance of literature review in the research 

process. 
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Unit-2 
Social Science Research and Business Research:  

Difficulties of social science research in India 
 
Unit Structure: 
2.1: Introduction 

2.2: Objectives  

2.3: Social Science Research 

2.4: Business Research 

2.5: Research Methodologies in Social Science and Business 

Research 

2.6: Challenges and Difficulties in Social Science Research in India 

2.7: Summing Up  

2.8: Model Questions  

2.9: References and Suggested Readings 

 

2.1: Introduction 
Research is a systematic process of inquiry that aims to generate 

new knowledge, validate existing theories, and provide solutions to 

real-world problems. In social sciences, research helps in 

understanding human behavior, social structures, cultural dynamics, 

and economic systems. It enables scholars and policymakers to 

analyze societal issues such as poverty, education, and governance. 

Business research, on the other hand, focuses on market trends, 

consumer behavior, financial management, and organizational 

strategies. It plays a crucial role in decision-making, helping 

businesses stay competitive and adapt to changing environments. 

Both fields rely on structured methodologies to ensure accuracy, 

reliability, and applicability of findings, making research an 

essential tool for progress in society and industry. 
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Research plays a vital role in academia by expanding knowledge, 

improving educational methodologies, and contributing to scholarly 

discussions. It helps students and professionals develop analytical 

and critical thinking skills. In the economic field, research 

influences business strategies, financial planning, and economic 

policies, leading to efficient resource allocation and sustainable 

growth. Policymakers rely on research to create evidence-based 

policies that address societal challenges, such as healthcare, 

education, and environmental conservation. Without research, 

decision-making in these fields would be based on assumptions 

rather than empirical data, which could lead to ineffective or 

harmful outcomes. Thus, research serves as the foundation for 

informed decisions, innovation, and continuous development. 

Social science research and natural science research differ in their 

focus, methods, and outcomes. Natural sciences, such as physics, 

chemistry, and biology, study the physical and natural world using 

controlled experiments and precise measurements. Their findings 

are often objective, measurable, and replicable. In contrast, social 

science research deals with human behavior, societal structures, and 

cultural phenomena, which are more complex and influenced by 

subjective factors. It relies on qualitative and quantitative methods, 

including surveys, case studies, and ethnographic research. While 

natural sciences aim to establish universal laws, social sciences 

focus on understanding patterns, trends, and contextual variations in 

human societies. These differences highlight the unique challenges 

and approaches required in each discipline to generate meaningful 

insights. 

 
2.2: Objectives 

After going through this unit, you will be able to  

 understand the concept of Social science and Business Research,  
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 discuss Research Methodologies in Social Science and Business 

Research, 

 analyse the challenges and difficulties in Social Science 

Research in India. 

 

2.3. Social Science Research 
Social Science Research is a systematic study of human behavior, 

social interactions, and institutions using scientific methods. It aims 

to understand, explain, and predict social phenomena by collecting 

and analyzing data. 

 

Characteristics of Social Science Research: 
1. Systematic and Scientific Approach – It follows a structured 

method, including problem identification, hypothesis formation, 

data collection, analysis, and conclusion. 

2. Empirical – It is based on real-world observations and data 

rather than personal opinions or assumptions. 

3. Objective and Unbiased – Researchers strive to remain neutral 

and avoid personal biases while analyzing social issues. 

4. Qualitative and Quantitative Methods – Social science research 

uses both qualitative methods (interviews, case studies) and 

quantitative methods (surveys, statistical analysis) to gather 

insights. 

5. Interdisciplinary – It draws from multiple fields such as 

sociology, economics, psychology, political science, and 

anthropology to study social issues. 

6. Human-Centric – The research focuses on human behavior, 

relationships, societies, and cultures. 

7. Dynamic and Evolving – Social science research adapts to 

changing societal conditions and new developments. 
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8. Problem-Oriented – It addresses social problems like poverty, 

education, gender issues, and governance to find possible 

solutions. 

9. Ethical Considerations – It ensures confidentiality, informed 

consent, and fair treatment of participants. 

10. Predictive and Policy-Oriented – The findings help 

policymakers and institutions make informed decisions to 

improve society. 

 
Fields of Social Science Research: 
Social science research covers various disciplines that study human 

behavior, society, and institutions. Some key fields include: 

1. Economics – Studies the production, distribution, and 

consumption of goods and services. Research in economics 

focuses on issues like inflation, unemployment, market 

behavior, and economic policies. 

2. Sociology – Examines social structures, relationships, and 

institutions. Topics include social inequality, cultural norms, 

family structures, and urbanization. 

3. Political Science – Analyzes political systems, governance, 

public policies, and international relations. Research includes 

elections, democracy, human rights, and global politics. 

4. Psychology – Studies human behavior and mental processes. 

Research areas include cognitive psychology, personality 

development, social behavior, and mental health. 

5. Anthropology – Focuses on human cultures, traditions, and 

evolution. It covers aspects like archaeology, linguistics, and 

social customs. 

6. History – Investigates past events to understand their impact on 

present societies. Research includes historical documents, 

cultural heritage, and political transformations. 
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7. Geography – Studies the relationship between people and their 

environment, including topics like population growth, migration, 

and climate change. 

8. Law and Criminology – Researches legal systems, justice, crime 

patterns, and societal impacts of laws. 

 

Importance of Social Science Research: 
Social science research plays a crucial role in understanding human 

behavior, societal structures, and economic systems. It helps analyze 

how individuals think, interact, and make decisions, enabling 

policymakers, businesses, and organizations to create informed 

strategies.  

In psychology, research sheds light on human emotions, cognition, 

and social interactions, helping address mental health issues, 

improve education, and enhance workplace productivity. By 

studying human behavior scientifically, researchers can develop 

better communication strategies, conflict resolution methods, and 

public policies that cater to diverse populations. 

In sociology, social science research helps uncover patterns of social 

interactions, cultural norms, and social inequalities. It provides 

insights into pressing issues such as poverty, gender inequality, 

migration, and urbanization. By understanding societal structures, 

governments and institutions can implement policies to promote 

social justice and improve the quality of life. It also aids in 

understanding how traditions, values, and social movements 

influence societies over time. 

In the field of economics, social science research is essential in 

studying market trends, consumer behavior, and economic policies. 

It helps predict financial crises, inflation, and employment patterns, 

allowing governments and businesses to make informed economic 

decisions. Research in economics contributes to efficient resource 
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allocation, poverty reduction strategies, and sustainable 

development goals. Additionally, political science research guides 

the formation of democratic institutions, governance models, and 

international relations, ensuring political stability and global 

cooperation. 

 

Ethical Considerations in Social Science Research: 
Ethical considerations are fundamental in social science research to 

ensure integrity, respect, and fairness in studying individuals and 

communities. One of the primary ethical concerns is informed 

consent, where participants must be fully aware of the research 

purpose, potential risks, and their right to withdraw at any time. 

Confidentiality and privacy are equally important, as researchers 

must protect sensitive data and ensure that participants' identities are 

not disclosed without permission. 
Another crucial aspect is avoiding harm—both psychological and 

physical. Researchers must ensure that their studies do not cause 

distress, discrimination, or exploitation. They should also maintain 

objectivity and honesty, avoiding data manipulation, plagiarism, or 

biased interpretations that could mislead policymakers and society. 

Ethical research also requires respect for cultural and social 

diversity, ensuring that studies do not promote stereotypes or 

discrimination. When working with vulnerable populations, such as 

children, refugees, or marginalized groups, researchers must take 

extra precautions to ensure ethical treatment. Additionally, 

transparency in funding sources and conflicts of interest is essential 

to maintain public trust. 

 
2.4: Business Research 
Business research is a systematic process of gathering, analyzing, 

and interpreting data to help businesses make informed decisions. It 
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helps organizations understand market trends, customer preferences, 

competition, and operational efficiency. Business research is 

essential for identifying opportunities, solving problems, and 

improving overall business performance. 

 
Scope of Business Research: 

1. Market Research – Helps businesses analyze consumer 

behavior, market demand, competition, and industry trends. It 

assists in product development, pricing strategies, and marketing 

plans. 

2. Financial Research – Involves studying financial statements, 

investment trends, risk assessment, and economic conditions to 

ensure effective financial decision-making. 

3. Operational Research – Focuses on optimizing production, 

supply chain management, and resource utilization to improve 

efficiency and reduce costs. 

4. Human Resource Research – Examines employee behavior, job 

satisfaction, recruitment strategies, and workplace productivity 

to enhance workforce management. 

5. Consumer Behavior Analysis – Helps businesses understand 

buying patterns, preferences, and factors influencing customer 

decisions, aiding in brand positioning and sales strategies. 

6. Strategic Research – Assists businesses in planning long-term 

goals, expansion strategies, and competitive positioning in the 

market. 

7. Technology and Innovation Research – Studies the impact of 

new technologies, automation, and digital transformation on 

business processes and customer engagement. 
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Check Your Progress 
1. Define social science research. 

2. What is business research? 

3. Name two major types of research methodologies in social 

sciences. 

4. What is the difference between qualitative and quantitative 

research 

 
Types of Business Research: 
1. Market Research: Market research is the process of gathering 

and analyzing information about a target market, industry trends, 

and competitors. It helps businesses understand consumer 

preferences, demand for products or services, pricing strategies, and 

customer satisfaction levels. Market research can be conducted 

through surveys, focus groups, interviews, and data analysis. 

Businesses use market research to develop new products, improve 

marketing strategies, and expand into new markets. It also helps 

companies identify potential risks and opportunities, ensuring better 

decision-making. 

2. Financial Research: Financial research focuses on analyzing 

financial data to help businesses make sound investment and 

financial decisions. It involves studying financial statements, stock 

market trends, investment risks, and economic conditions. 

Businesses use financial research to evaluate profitability, manage 

risks, and optimize financial planning. It also helps in budgeting, 

forecasting, and ensuring financial stability. Investors rely on 

financial research to assess the potential of businesses and industries 

before making investment decisions. By conducting financial 

research, companies can improve cost management, enhance 

revenue generation, and ensure long-term financial growth. 
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3. Organizational and HR Research: Organizational and HR 

research studies various aspects of human resources and workplace 

management. It examines employee satisfaction, productivity, 

motivation, recruitment strategies, and workplace culture. 

Businesses use this research to improve employee engagement, 

reduce turnover, and create a positive work environment. HR 

research also helps in designing training programs, performance 

evaluation systems, and compensation structures. By understanding 

employee needs and behavior, organizations can develop policies 

that enhance job satisfaction and organizational efficiency. A well-

researched HR strategy contributes to a motivated workforce and 

overall business success. 

4. Consumer Behavior Research: Consumer behavior research 

focuses on understanding how customers make purchasing 

decisions. It studies factors such as preferences, buying habits, 

brand perception, and emotional influences on consumer choices. 

Businesses use this research to create effective marketing 

campaigns, improve customer experience, and develop products that 

meet consumer needs. Data for consumer behavior research is 

collected through surveys, interviews, and online analytics. This 

research helps businesses anticipate market trends, enhance 

customer loyalty, and increase sales. By knowing what influences 

consumer decisions, companies can tailor their products and 

marketing strategies to attract and retain customers. 

5. Operational Research: Operational research is a problem-

solving approach that helps businesses improves efficiency and 

productivity. It involves analyzing business processes, supply chain 

management, inventory control, and logistics. Companies use 

operational research to minimize costs, streamline operations, and 

optimize resource allocation. It relies on mathematical models, data 

analysis, and simulations to find the most efficient solutions. 
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Operational research is widely used in manufacturing, 

transportation, and service industries to improve performance and 

reduce wastage. By applying operational research, businesses can 

enhance their decision-making, improve customer service, and 

achieve higher profitability. 

 

Role of Business Research in Decision-Making and Strategic 
Planning: 
Business research plays a crucial role in helping organizations make 

informed decisions and develop effective strategies. It provides 

reliable data and insights that help businesses understand market 

trends, customer preferences, competitor strategies, and financial 

risks. With this information, companies can make decisions based 

on facts rather than assumptions, reducing uncertainty and 

minimizing risks. Whether it is launching a new product, entering a 

new market, or optimizing internal operations, research helps in 

making well-calculated moves that align with business goals. 

In strategic planning, business research helps organizations set clear 

objectives, identify potential opportunities, and address challenges 

effectively. Market research allows businesses to analyze consumer 

behavior, preferences, and purchasing patterns, ensuring that 

products and services meet customer needs. It also helps in 

evaluating competitors and industry trends, enabling businesses to 

differentiate themselves in the market. For instance, a company 

planning to introduce a new product can use business research to 

assess demand, determine pricing strategies, and develop marketing 

plans. 

Financial research plays an essential role in managing budgets, 

investment planning, and risk assessment. By studying financial 

data, companies can optimize resource allocation, control costs, and 

improve profitability. Human resource research helps organizations 
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enhance employee satisfaction, productivity, and retention by 

understanding workforce needs and workplace dynamics. 

Operational research aids in improving efficiency, streamlining 

supply chains, and reducing wastage. 

By incorporating research into decision-making, businesses can 

respond proactively to market changes, enhance customer 

satisfaction, and maintain a competitive edge. It enables companies 

to create sustainable growth strategies, adapt to evolving market 

conditions, and achieve long-term success. In today’s dynamic 

business environment, research-driven decision-making is essential 

for businesses to remain innovative, competitive, and profitable. 

 

Difference Between Business Research and Social Science 
Research : 
Business research and social science research both involve 

systematic investigation, but they differ in their focus, objectives, 

and methodologies. Business research is primarily concerned with 

solving business-related problems, improving decision-making, and 

enhancing profitability. It focuses on market trends, financial 

performance, consumer behavior, and operational efficiency. In 

contrast, social science research aims to understand human 

behavior, social structures, and societal issues. It covers disciplines 

such as sociology, political science, psychology, and economics, 

studying factors like culture, governance, and human interactions. 
 

The key differences between business research and social science 

research are outlined in the table below: 

Point of 
Distinction Business Research Social Science Research 

Objective 

Aims to solve business 
problems, improve 
profitability, and enhance 
decision-making. 

Aims to understand 
human behavior, social 
relationships, and 
societal structures. 
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Scope 

Covers market research, 
financial analysis, 
consumer behavior, and 
operational efficiency. 

Includes sociology, 
political science, 
psychology, economics, 
and anthropology. 

Application 

Used by businesses, 
entrepreneurs, and 
policymakers for 
commercial decision-
making. 

Used by researchers, 
academicians, and 
policymakers for societal 
development. 

Methods 

Uses quantitative 
methods (surveys, data 
analysis, case studies) and 
qualitative research. 

Uses both qualitative 
(interviews, 
observations) and 
quantitative methods 
(statistical analysis). 

Outcome 

Helps businesses improve 
efficiency, customer 
satisfaction, and 
profitability. 

Provides insights into 
social issues, cultural 
trends, and policy-
making. 

 
2.5. Research Methodologies in Social Science and Business  
Research methodologies in social science focus on understanding 

human behavior, social structures, and cultural patterns. They 

include both qualitative methods, such as interviews, observations, 

and case studies, and quantitative methods, like surveys, statistical 

analysis, and experiments. Qualitative research explores deeper 

meanings and social contexts, while quantitative research provides 

measurable and generalizable data. Mixed-method approaches 

combine both for a more comprehensive understanding. Social 

science research often relies on secondary data, historical analysis, 

and ethnographic studies. Ethical considerations, such as informed 

consent and confidentiality, are crucial. The findings help in policy-

making, social development, and addressing societal challenges. 

 

Research methodologies in Business research focus on solving 

business problems, improving decision-making and enhancing 

efficiency. It uses quantitative methods like market surveys, 
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financial analysis, and big data analytics for objective decision-

making. Qualitative methods, such as focus groups, case studies, 

and customer feedback, help understand consumer behavior and 

employee engagement. Experimental research tests business 

strategies, while observational studies analyze customer 

interactions. Businesses also use predictive modeling and trend 

analysis to forecast future market conditions. Ethical concerns, such 

as data privacy and transparency, are vital. The insights gained 

guide strategic planning, marketing, financial investments, and 

operational improvements. 

 
Common Research Methods Used in Social Science and 

Business Research: 
Research in both social science and business relies on systematic 

methods to collect and analyze data. The following are some of the 

most common research methods used in both fields: 

1. Surveys: Surveys are one of the most widely used research 

methods in both social science and business research. They involve 

collecting data from a large group of people using questionnaires, 

online forms, or structured interviews. In social science, surveys 

help researchers study public opinions, social behaviors, and 

demographic trends. In business research, surveys are used to 

understand customer satisfaction, market demand, and employee 

engagement. Surveys provide valuable quantitative data that can be 

analyzed statistically to identify patterns and trends. However, they 

require careful question design to avoid biased responses. 

2. Case Studies: Case studies involve an in-depth analysis of a 

specific subject, such as an individual, group, organization, or event. 

This method is commonly used in social science to examine 

complex social issues, psychological behaviors, or historical events. 

In business research, case studies help analyze company strategies, 
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market failures, and business success stories. They provide detailed 

insights and real-world examples but may not always be 

generalizable to other situations. Case studies are particularly useful 

for understanding unique or rare phenomena that cannot be easily 

studied through large-scale quantitative methods. 

3. Experiments:  Experiments involve testing a hypothesis under 

controlled conditions to determine cause-and-effect relationships. In 

social science, experiments are commonly used in psychology and 

behavioral studies to understand how people react to different 

stimuli. For example, experiments can analyze how individuals 

respond to stress, group dynamics, or decision-making processes. In 

business research, experiments are used in areas like marketing and 

product development. Companies conduct A/B testing to compare 

different versions of advertisements, websites, or pricing models to 

see which one performs better. While experiments provide reliable 

and scientific results, they require careful design to ensure validity 

and avoid external influences. 

4. Interviews and Focus Groups: Interviews and focus groups are 

qualitative research methods that provide deep insights into human 

thoughts, behaviors, and experiences. In social science, interviews 

help researchers gather personal narratives, cultural perspectives, 

and expert opinions. Focus groups, which involve discussions with a 

small group of people, are used to explore social attitudes and public 

perceptions. In business research, companies use interviews and 

focus groups to understand customer preferences, employee 

experiences, and brand perception. These methods allow for open-

ended responses, leading to rich and detailed information. However, 

they can be time-consuming and may be influenced by personal 

biases. 

5. Observational Research:  Observational research involves 

studying subjects in their natural environment without direct 
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interaction. In social science, researchers observe social interactions, 

cultural practices, and human behaviors to gain insights into how 

people act in real-life situations. This method is commonly used in 

anthropology and sociology. In business research, observational 

studies help companies analyze consumer behavior in retail stores, 

website navigation patterns, and workplace productivity. This 

method provides authentic and unbiased data, but it requires careful 

interpretation and ethical considerations to protect individuals' 

privacy. 

 

2.6: Challenges and Difficulties of Social Science Research in 
India 
Social science research plays a crucial role in understanding societal 

issues, shaping policies, and promoting sustainable development. 

However, in India, researchers face multiple challenges that hinder 

the growth and quality of social science studies. The following are 

some of the key difficulties encountered: 

1. Lack of Reliable Data Sources and Documentation: One of the 

major challenges in social science research in India is the lack of 

reliable and updated data sources. While government agencies, 

research institutions, and non-governmental organizations (NGOs) 

collect data, much of it is outdated, inconsistent, or difficult to 

access. Many datasets lack proper documentation, making it hard for 

researchers to verify the authenticity and accuracy of information. 

Additionally, there is limited availability of longitudinal data, which 

is essential for studying long-term social and economic trends. The 

absence of organized and transparent databases restricts researchers 

from conducting comprehensive and data-driven studies. 

2. Ethical and Cultural Constraints: Social science research often 

involves studying human behavior, communities, and sensitive 

issues such as gender, caste, religion, and politics. In India, cultural 
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norms and ethical concerns create significant challenges for 

researchers. Many individuals and communities hesitate to 

participate in surveys or interviews due to privacy concerns, fear of 

misinterpretation, or societal pressures. Gaining informed consent 

can be difficult, especially when dealing with marginalized or 

vulnerable populations. Researchers must balance ethical 

considerations with the need for objective data collection, ensuring 

that participants’ rights and dignity are respected while gathering 

valuable insights. 

3. Issues Related to Funding and Financial Support: Adequate 

funding is essential for conducting high-quality research, but social 

science research in India often faces financial constraints. 

Government agencies, universities, and private institutions provide 

limited grants, and funding priorities often lean towards scientific 

and technological research. Many independent researchers and small 

institutions struggle to secure financial support, limiting their ability 

to conduct large-scale studies, fieldwork, or data analysis. The lack 

of dedicated funding also affects access to research tools, software, 

and advanced methodologies, reducing the overall impact of social 

science research. 

4. Limited Use of Advanced Research Methodologies: In many 

Indian institutions, social science research still relies heavily on 

traditional methodologies, such as basic surveys and descriptive 

analysis. While advanced techniques like big data analytics, 

artificial intelligence (AI), and econometric modeling are gaining 

importance globally, their use in India remains limited. This is 

partly due to a lack of proper training, insufficient technological 

infrastructure, and reluctance to adopt new research approaches. The 

limited integration of modern tools reduces the accuracy and 

effectiveness of social science research, making it less impactful in 

policy-making and societal development. 
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5. Lack of Awareness and Research-Oriented Education 
System:  Another significant challenge is the lack of a strong 

research culture in India’s education system. Many universities and 

colleges focus more on theoretical learning rather than research-

based education. Students pursuing social science degrees often 

receive limited exposure to research methodologies, critical 

thinking, and data analysis. As a result, there is a shortage of well-

trained researchers in the field. The lack of mentorship, research-

oriented curricula, and institutional support further discourages 

young scholars from pursuing research as a career. 

6. Political and Bureaucratic Interference in Research: Social 

science research often deals with topics that are politically sensitive, 

such as governance, corruption, and social inequalities. In India, 

political and bureaucratic interference can create obstacles for 

researchers. Government agencies sometimes restrict access to 

crucial data or impose censorship on findings that contradict official 

narratives. Additionally, bureaucratic delays in obtaining research 

approvals, grants, and permissions can discourage researchers from 

conducting field studies. Political biases and pressure to align 

research outcomes with certain ideologies also undermine the 

objectivity and credibility of social science research. 

Overcoming Challenges: Policy Recommendations and Role of 

Technology 

Addressing these challenges requires a multi-pronged approach that 

includes policy reforms, better funding mechanisms, and the use of 

technology. Some of the important measures to overcome the 

challenges are: 

1. Improving Data Availability and Accessibility: The 

government and research institutions should develop centralized, 

open-access databases that provide accurate, real-time, and well-

documented data. Ensuring transparency and regular updates in 
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national surveys and census data can significantly improve 

research quality. 

2. Strengthening Ethical Guidelines: Creating clear ethical 

frameworks and promoting awareness among researchers about 

ethical considerations will help address cultural constraints. 

Encouraging community participation and trust-building 

initiatives can also improve data collection processes. 

3. Increasing Funding for Social Science Research: The 

government, private sector, and international organizations 

should increase financial support for social science research. 

Establishing dedicated research grants and fellowships for young 

scholars can encourage high-quality studies and innovation in 

research methodologies. 

4. Adopting Advanced Research Methodologies: Universities 

and research institutions should integrate modern research 

techniques, such as machine learning, data mining, and AI-based 

analytics, into social science studies. Training programs and 

workshops on these methodologies should be introduced to 

equip researchers with the latest tools. 

5. Enhancing Research-Oriented Education: The education 

system should emphasize research-based learning, critical 

thinking, and analytical skills. Universities should encourage 

interdisciplinary research collaborations, offer specialized 

research training, and create platforms for students to engage in 

real-world problem-solving. 

6. Reducing Political and Bureaucratic Interference: Ensuring 

academic freedom, promoting unbiased research, and reducing 

bureaucratic hurdles will help create a more supportive 

environment for social science research. Governments should 

facilitate open discussions, protect research independence, and 

encourage data transparency. 
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7. Leveraging Technology for Research: The use of digital tools, 

cloud computing, and online survey platforms can enhance data 

collection and analysis. Geographic Information Systems (GIS), 

social media analytics, and block chain-based data verification 

can improve research accuracy and reliability. 

 

Check Your Progress 
1. Mention two key challenges of social science research in 

India. 

2. What is meant by the reliability of research data? 

3. How does business research help in decision-making? 

4. Name one ethical issue in social science research. 

5. What is the purpose of a literature review in research? 

6. Differentiate between Social Science and Business Research. 

7. Differentiate between Research and Research Methodology  

 

2.7: Summing Up  
Social science research focuses on studying human behavior, 

societies, cultures, and institutions using systematic methods to 

understand and address social issues. It employs qualitative and 

quantitative approaches, including surveys, interviews, observations, 

and statistical analysis, to gather insights into various aspects of 

society. Business research, a branch of social science research, 

specifically examines business activities, market trends, consumer 

behavior, and organizational structures. It helps businesses make 

informed decisions, improve efficiency, and adapt to changing 

environments. Both social science and business research use 

methodologies such as qualitative research, which explores human 

interactions and experiences, and quantitative research, which 

involves statistical analysis of numerical data. A mixed-method 

approach, combining both, is often used for a deeper understanding 
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of complex problems. These research studies contribute 

significantly to policy-making, business strategy, and societal 

development. 

Social science research in India faces several challenges. One major 

issue is the lack of reliable and updated data, which limits the 

accuracy of findings. Additionally, inadequate funding and 

insufficient research infrastructure restrict the scope of studies. 

Bureaucratic hurdles and lengthy approval processes further delay 

research projects. There is often a gap between theoretical research 

and practical application, as findings are not always implemented 

effectively. Low awareness and reluctance among respondents can 

result in biased or incomplete data. Ethical concerns, political 

interference, and India's cultural diversity also create difficulties in 

conducting unbiased research. Despite these challenges, social 

science research remains essential for understanding societal issues, 

guiding policy-making, and promoting business innovation in India. 

 
2.8: Model Questions  
1. Explain the significance of social science research in 

understanding societal issues and policy-making. 

2. Discuss the role of business research in decision-making and 

strategic planning. 

3. Compare and contrast qualitative, quantitative, and mixed-

method research in social sciences and business studies. 

4. What are the key challenges faced by social science researchers 

in India? Suggest possible solutions. 

5. Describe the research process in social science and business 

research with suitable examples. 

6. How does data collection and analysis impact the reliability and 

validity of social science research? 
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7. Examine the ethical considerations involved in conducting social 

science and business research. 

8. Discuss the importance of interdisciplinary approaches in social 

science research. 

9. What is the relationship between business research and market 

trends? Provide relevant case studies. 

10. Explain the role of technology and digital tools in modern social 

science and business research. 
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Unit-3 
Approaches to Research 

 

Unit Structure: 
3.1: Introduction 

3.2: Objectives 

3.3: Approach to Research  

3.3.1: Quantitative Approach to Research  

3.3.2: Qualitative Approach to Research  

3.4: Types of Research 

3.4.1: Pure Research and Applied Research  

3.4.2: Exploratory and empirical research  

3.4.3: Case study research 

3.5: Summing Up 

3.6: Model Questions 

3.7: References and Suggested Reading 

 

3.1: Introduction 

Research approaches refer to the strategies and techniques used to 

conduct a study systematically. They provide a structured way to 

collect, analyze, and interpret data, helping researchers answer 

questions or solve problems effectively. The two primary research 

approaches are qualitative and quantitative. Qualitative research 

focuses on understanding human experiences, behaviors, and social 

phenomena through non-numerical data such as interviews, 

observations, and case studies. On the other hand, quantitative 

research relies on numerical data and statistical methods to measure 

variables, test hypotheses, and identify patterns. Both approaches 

play a vital role in academic and professional research. 

The selection of an appropriate research approach is crucial for 

ensuring accurate and reliable results. In academic studies, a well-



49 
 

defined approach helps researchers develop strong analytical and 

critical thinking skills while contributing to knowledge creation. In 

professional settings, research approaches are essential for making 

informed decisions, shaping policies, and developing effective 

business strategies. For instance, businesses use quantitative 

research to analyze market trends and consumer behavior, while 

qualitative research helps in understanding customer preferences 

and motivations in depth. 

Qualitative research is often used in fields such as sociology, 

psychology, and humanities, where in-depth understanding of 

human behavior is required. It explores meanings, perceptions, and 

experiences in a natural setting. In contrast, quantitative research is 

widely applied in disciplines like economics, medicine, and 

engineering, where precise measurements and statistical validation 

are necessary. Both approaches have their own strengths and 

limitations, and researchers may combine them in a mixed-methods 

approach to gain a more comprehensive understanding of a research 

problem. The choice of a research approach depends on the nature 

of the study, the research objectives, and the type of data available. 

 

3.2: Objective 

After going through this unit, you will be able to  

 understand the concept of research approach, 

 understand the different types of research approach, 

 discuss the case study research. 

  

3.3: Approach to Research 

Research can be broadly categorized into two main approaches: the 

quantitative approach and the qualitative approach. Each of these 

approaches has its own    characteristics, methods, and applications, 
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depending on the nature of the study and the objectives of the 

researcher. 

The quantitative approach focuses on collecting and analyzing 

numerical data. It follows a structured and systematic process where 

data is measured and subjected to statistical analysis. This approach 

is often used in scientific and social science research to identify 

patterns, relationships, and cause-effect dynamics. Quantitative 

research can be further divided into three sub-categories: 

1. Inferential Research: This method aims to draw conclusions 

about a population based on a sample. It is commonly used in 

survey research, where data is collected from a selected group of 

people, and the findings are then generalized to the larger 

population. Researchers use questionnaires, structured 

interviews, or observational techniques to gather data and make 

informed inferences. 

2. Experimental Research: In this method, researchers 

manipulate one or more variables to observe their impact on 

other variables. The primary goal is to establish a cause-and-

effect relationship between different factors. This approach is 

widely used in laboratory experiments, clinical trials, and 

controlled field studies, where external factors are minimized to 

ensure the accuracy of results. 

3. Simulation Research: This technique involves creating an 

artificial environment that mimics real-world conditions to study 

complex systems and behaviors. It allows researchers to 

examine how different variables interact over time under 

controlled conditions. In business and social sciences, simulation 

research is commonly used to build models that predict future 

trends, assess risks, or understand dynamic processes within an 

organization or society. 
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On the other hand, the qualitative approach focuses on 

understanding human experiences, opinions, and behaviors through 

non-numerical data. This method relies on the researcher's insights, 

observations, and interpretations rather than statistical analysis. The 

primary objective is to explore concepts, meanings, and patterns in a 

more flexible and descriptive manner. Unlike quantitative research, 

which uses structured tools such as surveys and experiments, 

qualitative research employs open-ended techniques such as: 

1. Focus Group Discussions: A group of participants is brought 

together to discuss a specific topic, guided by a moderator. This 

method helps researchers gain insights into collective opinions, 

attitudes, and perceptions. 

2. Projective Techniques: These techniques involve using indirect 

methods such as storytelling, word association, and role-playing 

to uncover subconscious thoughts and emotions of individuals. 

3. In-depth Interviews: One-on-one interviews are conducted 

with individuals to explore their experiences, beliefs, and 

motivations in detail. These interviews allow researchers to gain 

a deeper understanding of a particular issue from a personal 

perspective. 

Qualitative research does not rely on statistical or numerical 

analysis. Instead, it emphasizes textual descriptions, narratives, and 

thematic analysis. This approach is particularly useful in social 

sciences, psychology, marketing, and ethnographic studies where 

understanding human emotions, culture, and behavior is essential. 

 
3.3.1: Quantitative Approach to Research 
The quantitative approach focuses on collecting and analyzing 

numerical data. It follows a structured and systematic process where 

data is measured and subjected to statistical analysis. This approach 
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is often used in scientific and social science research to identify 

patterns, relationships, and cause-effect dynamics. 

Characteristics of Quantitative Research: Quantitative research is 

a systematic investigation that focuses on collecting and analyzing 

numerical data. It is widely used in scientific, business, and social 

research to measure variables, identify patterns, and test hypotheses. 

Below are the key characteristics of quantitative research explained 

in detail: 

1. Use of Structured Tools: Quantitative research relies on 

structured tools such as surveys, questionnaires, and experiments. 

These tools ensure that data is collected in a standardized manner, 

making it easier to compare results across different groups or time 

periods. Structured tools also help maintain consistency and reduce 

bias in data collection. 

2. Numerical Data Collection: One of the primary features of 

quantitative research is that data is collected in numerical form. This 

allows researchers to perform statistical analysis and make objective 

conclusions. For example, researchers may collect numerical data 

on customer satisfaction, income levels, or test scores to study 

trends and relationships between variables. 

3. Objective and generalizable Findings: Quantitative research aims 

to produce objective results that are free from personal bias. Since it 

uses large sample sizes, the findings can often be generalized to a 

broader population. This is particularly useful in market research, 

healthcare studies, and social science research where decision-

making relies on statistical evidence. 

4. Formal and Rigid Structure: This research method follows a strict 

and well-defined structure. Researchers predefine the variables they 

want to measure and develop a clear research design. The structured 

approach ensures that data collection and analysis are systematic 

and replicable, making the research reliable. 
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5. Presentation of Results Using Statistical Methods: The results of 

quantitative research are often presented in the form of graphs, 

tables, and statistical reports. Techniques such as percentages, 

averages, correlations, and regression analysis are commonly used 

to interpret data. These visual and statistical methods make it easier 

to understand trends, relationships, and patterns in the data. 

 
Methods of Quantitative Research: Quantitative research uses 

different methods to collect and analyze numerical data 

systematically. These methods help researchers test hypotheses, 

identify patterns, and make data-driven decisions. Below are some 

key methods of quantitative research explained in details:  

1. Survey Research: Survey research is one of the most commonly 

used quantitative methods. It involves collecting data from a sample 

population using structured questionnaires, interviews, or online 

forms. Surveys help researchers gather opinions, behaviors, and 

demographic information on a large scale. This method is widely 

used in market research, social sciences, and public opinion studies. 

2. Experimental Research: Experimental research involves 

manipulating one or more variables in a controlled environment to 

establish cause-and-effect relationships. Researchers divide subjects 

into groups, apply different conditions, and analyze the outcomes. 

This method is commonly used in scientific research, psychology, 

and medical trials to test new treatments, interventions, or theories. 

3. Simulation Research: Simulation research uses artificial models 

to replicate real-world processes and predict future conditions. It is 

widely used in engineering, finance, and environmental studies. For 

example, weather forecasting and economic modeling use 

simulation techniques to analyze trends and make predictions. 

4. Correlational Research: Correlational research examines the 

relationships between two or more variables without manipulating 
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them. It helps identify patterns and associations, such as the link 

between exercise and health or social media usage and mental well-

being. However, it does not establish a cause-and-effect 

relationship. 

5. Longitudinal Studies: Longitudinal studies observe subjects over 

an extended period to track changes and trends. This method is 

useful in healthcare, psychology, and social sciences to study aging, 

disease progression, or social behaviors over time. It provides 

valuable insights into long-term effects and developments. 

Applications of Quantitative Research: Quantitative research is 

widely used across various fields to collect numerical data, analyze 

trends, and support decision-making. It provides measurable insights 

that help researchers, businesses, governments, and healthcare 

professionals make informed choices. Below are some key 

applications of quantitative research explained in detail: 

1. Scientific Experiments and Theory Validation: Quantitative 

research is essential in scientific studies, where researchers test 

hypotheses and validate theories using experiments. It helps in 

establishing cause-and-effect relationships by collecting and 

analyzing numerical data. For example, in physics or chemistry, 

experiments are conducted under controlled conditions, and 

statistical methods are used to verify results. 

2. Business and Market Analysis: Businesses use quantitative 

research to study market trends, consumer behavior, and financial 

performance. Companies conduct surveys and analyze sales data to 

understand customer preferences, predict future trends, and improve 

marketing strategies. It also helps in evaluating competition and 

making data-driven business decisions. 
3. Policy-Making and Governance: Government agencies and 

organizations use quantitative research to make policy decisions. 

Data on demographics, employment rates, and economic 
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performance help policymakers develop strategies for economic 

growth, education, healthcare, and social welfare programs. Census 

surveys and statistical reports play a crucial role in this process. 
4. Healthcare and Medical Research: In health sciences, quantitative 

research is used to study disease patterns, treatment effectiveness, 

and patient outcomes. Clinical trials use statistical analysis to 

determine whether new drugs or treatments are safe and effective. 

Epidemiologists also rely on quantitative data to track and prevent 

disease outbreaks. 
5. Engineering and Technology Optimization: Engineers and 

technology experts use quantitative research to optimize systems 

and processes. In manufacturing, data-driven analysis helps improve 

production efficiency, reduce costs, and enhance product quality. In 

technology, quantitative research assists in software development, 

network optimization, and user experience studies. 
 

3.3.2: Qualitative Approach to Research 
The qualitative approach, on the other hand, focuses on 

understanding human experiences, opinions, and behaviors through 

non-numerical data. This method relies on the researcher's insights, 

observations, and interpretations rather than statistical analysis. The 

primary objective is to explore concepts, meanings, and patterns in a 

more flexible and descriptive manner. 

Characteristics of Qualitative Research: Qualitative research is a 

method of inquiry that focuses on exploring and understanding 

human experiences, behaviors, and social contexts. Unlike 

quantitative research, which relies on numerical data, qualitative 

research collects non-numerical data such as text, images, audio, or 

video. Below are the key characteristics of qualitative research 

explained in detail: 
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1. Use of Open-Ended and Flexible Methods: Qualitative research 

employs open-ended and flexible research methods, including 

interviews, focus groups, case studies, and observations. These 

methods allow researchers to explore participants' thoughts, 

emotions, and perspectives in depth, rather than restricting them to 

predefined response options. 

2. Collection of Non-Numerical Data: Instead of numbers, 

qualitative research gathers data in the form of written or spoken 

words, images, videos, or audio recordings. This data helps 

researchers understand experiences, cultural meanings, and social 

interactions in their natural settings. 
3. Subjective Interpretation of Findings: The findings of qualitative 

research are often subjective, as they are based on the researcher’s 

interpretation of the collected data. Researchers analyze patterns, 

themes, and meanings rather than applying statistical calculations, 

making the conclusions more context-dependent. 

4. Focus on Social and Cultural Contexts: Qualitative research seeks 

to understand human behavior in its real-world environment. It 

emphasizes the influence of social, cultural, and historical contexts 

on people's actions and decisions. This makes it valuable in 

disciplines such as sociology, anthropology, and psychology. 
5. Presentation in Descriptive or Narrative Formats: Unlike 

numerical reports, qualitative research findings are presented in 

descriptive or narrative formats. Researchers use direct quotes, 

detailed case studies, and thematic analysis to explain their 

observations and insights. 
Methods of Qualitative Research: Qualitative research employs 

various methods to explore human experiences, social behaviors, 

and cultural phenomena. These methods allow researchers to gather 

rich, descriptive data that helps in understanding people’s thoughts, 
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emotions, and motivations. Below are some key qualitative research 

methods explained in detail: 

1. Focus Group Discussions: Focus group discussions involve small 

groups of participants who discuss a specific topic under the 

guidance of a moderator. The participants share their opinions, 

experiences, and perceptions, which help researchers identify 

common themes and viewpoints. This method is widely used in 

market research, social sciences, and public opinion studies. 

2. Projective Techniques: Projective techniques are indirect methods 

used to uncover subconscious thoughts and feelings. These 

techniques include storytelling, word association, sentence 

completion, and picture interpretation. By analyzing participants’ 

responses, researchers gain insights into attitudes, emotions, and 

hidden motivations. This method is particularly useful in 

psychology and consumer behavior studies. 
3. In-Depth Interviews: In-depth interviews involve one-on-one 

conversations between the researcher and a participant. These 

interviews allow researchers to explore personal experiences, 

beliefs, and motivations in detail. The open-ended nature of the 

questions enables participants to express their thoughts freely, 

leading to a deeper understanding of the research topic. 
4. Case Studies: A case study is an in-depth analysis of an 

individual, group, organization, or event. It provides a 

comprehensive understanding of complex issues by examining real-

life situations. Case studies are commonly used in business, 

education, psychology, and medical research to explore challenges, 

solutions, and outcomes in specific contexts. 

5. Ethnographic Research: Ethnographic research involves 

researchers immersing themselves in a community or culture to 

observe and understand behaviors, traditions, and social 

interactions. This method requires long-term engagement with the 
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participants, allowing for an authentic and detailed analysis of their 

way of life. It is widely used in anthropology, sociology, and 

cultural studies. 
Applications of Qualitative Research: Qualitative research is 

widely used in various fields to explore human emotions, behaviors, 

and experiences. Unlike quantitative research, which focuses on 

numerical data, qualitative research provides in-depth insights into 

people's thoughts, motivations, and social interactions. Below are 

some key applications of qualitative research explained in detail: 

1. Psychology and Social Sciences: In psychology and social 

sciences, qualitative research helps explore human emotions, 

thought processes, and behaviors. Researchers conduct in-depth 

interviews and case studies to understand mental health issues, 

personality development, and social interactions. This method is 

especially useful in therapy, counseling, and behavioral studies, 

where understanding personal experiences is crucial. 

2. Business and Consumer Research: Businesses use qualitative 

research to understand consumer preferences, buying behavior, and 

brand perception. Focus groups and in-depth interviews help 

companies analyze what customers think about their products or 

services. This insight helps in designing better marketing strategies, 

improving customer experiences, and building strong brand loyalty. 

3. Healthcare and Medical Research: In healthcare, qualitative 

research is used to analyze patient experiences, doctor-patient 

interactions, and the effectiveness of healthcare services. 

Researchers collect data through patient interviews and 

observational studies to improve treatment approaches, healthcare 

policies, and hospital management. Understanding patient 

perspectives helps in delivering better healthcare solutions. 

4. Education and Learning Assessment: Educators and 

researchers use qualitative research to assess teaching methods, 
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student engagement, and learning outcomes. Classroom 

observations, student feedback, and case studies help in 

understanding how different teaching strategies impact learning. 

This research supports the development of innovative educational 

techniques that enhance student performance. 
5. Media and Communication Studies: Qualitative research is 

widely applied in media and communication to analyze public 

opinions, media narratives, and cultural influences. It helps in 

understanding how people interpret news, advertisements, and social 

media content. Researchers study audience reactions to different 

types of media to improve content creation and communication 

strategies. 

 
3.4: Types of Research 

3.4.1: Pure Research and Applied Research  
Pure Research: Pure research, also known as basic or fundamental 

research, is conducted primarily to expand knowledge without 

focusing on immediate practical applications. It is driven by 

curiosity and the desire to understand underlying principles, 

theories, or natural phenomena. This type of research contributes to 

the development of new theories and enhances the existing body of 

knowledge. For example, studies exploring human behavior patterns 

or mathematical concepts fall under pure research. The key 

objective of pure research is to generate insights that may eventually 

lead to practical applications, even if they are not immediately 

apparent. 

Pure research is primarily applicable in academic, scientific, and 

theoretical fields. It is used to explore new concepts, expand 

existing knowledge, and establish foundational principles in 

disciplines such as physics, chemistry, biology, psychology, and 

economics. Universities, research institutions, and scientific 
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organizations often conduct pure research to enhance understanding 

without an immediate practical goal. 

Pure research is theoretical, exploratory, and knowledge-driven. It is 

conducted without a direct focus on solving practical issues and 

often takes place in controlled environments such as laboratories 

and academic settings. The outcomes of pure research may not have 

immediate applications but serve as the foundation for future 

innovations. 

Applied Research:  Applied research, on the other hand, is focused 

on solving specific real-world problems. It is conducted with a clear 

objective in mind, often addressing challenges faced by businesses, 

industries, or society. The goal of applied research is to provide 

solutions that can be implemented to improve processes, policies, or 

outcomes. Examples include market research to understand 

consumer preferences, studies on economic trends affecting 

businesses, or research aimed at improving public policies. Unlike 

pure research, which seeks to expand theoretical knowledge, applied 

research is more action-oriented and designed for immediate use. 

Applied research is applicable in industries, businesses, healthcare, 

social sciences, and technology sectors where practical solutions are 

needed. It is used to develop new technologies, improve business 

strategies, design better public policies, and enhance healthcare 

treatments. For example, applied research is utilized in 

pharmaceutical companies to develop new medicines, in businesses 

to study market trends, and in engineering to create innovative 

solutions for industrial problems 

Applied research is practical, problem-oriented, and solution-driven. 

It aims to address specific challenges and provide actionable results. 

Applied research is often time-sensitive and conducted in real-world 

settings such as businesses, industries, healthcare institutions, and 

governmental organizations. While pure research generates theories, 
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applied research tests and implements these theories for real-world 

applications 

 

Check Your Progress 
1. What is the main focus of quantitative research? 

2. Name two methods used in qualitative research. 

3. What is the primary purpose of pure research? 

4. Give an example of applied research. 

5. What is Focus group discussion?  

6. What is In-Depth interview?  

 

3.4.2: Exploratory and Empirical research 
Exploratory Research: Exploratory research is a type of research 

conducted to explore a new or unclear topic where little information 

is available. It aims to gain a deeper understanding of an issue, 

identify patterns, and generate ideas for further study rather than 

provide final conclusions. This type of research is flexible and open-

ended, allowing researchers to investigate new concepts, ask broad 

questions, and refine their focus as they gather more information. It 

is often used as a starting point to develop research questions or 

hypotheses for more detailed studies. Methods such as literature 

reviews, interviews, focus groups, and case studies are commonly 

used in exploratory research. 

Exploratory research is useful in situations where a problem is not 

well-defined, and researchers need to gather insights before 

conducting more structured studies. It is widely used in fields like 

business, social sciences, and healthcare to understand emerging 

trends, customer preferences, or new market opportunities. 

Companies use it to explore consumer needs before launching a 

product, while social scientists use it to study new social issues. It is 
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also helpful in medical research when investigating potential causes 

of a disease before designing a formal clinical study. 

Exploratory research is flexible, open-ended, and unstructured, 

allowing researchers to adapt their approach as they learn more. It 

does not aim to provide conclusive answers but rather to generate 

ideas, identify patterns, and clarify research problems. It often 

involves qualitative methods like interviews, case studies, and 

observations, though it can also use preliminary quantitative data. 

The findings of exploratory research serve as a foundation for 

further, more detailed studies, making it an essential first step in the 

research process. 

 
Empirical research: Empirical research is a type of research that 

relies on real-world observations, experiences, and experiments 

rather than purely theoretical concepts. It is based on collecting data 

and analyzing it to draw conclusions that can be tested and verified. 

In this approach, researchers actively gather firsthand information 

from sources such as experiments, surveys, or direct observations. 

Before conducting the study, the researcher usually forms a 

hypothesis—a possible explanation or prediction—then collects 

enough data to either support or reject it. A key feature of empirical 

research is the ability to control and manipulate variables to study 

their effects. This method is particularly useful when researchers 

need concrete proof of how one factor influences another. Because it 

is based on actual evidence rather than assumptions, empirical 

research is considered one of the most reliable ways to test 

hypotheses and develop scientific knowledge. 

Empirical research is widely used in fields that require evidence-

based conclusions, such as natural sciences, social sciences, 

medicine, business, and psychology. It is particularly useful when 

researchers need to establish cause-and-effect relationships between 
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variables. For instance, in medical research, empirical studies help 

determine the effectiveness of a new drug by testing it on different 

groups. In business, market research relies on empirical methods to 

analyze customer behavior through surveys and experiments. 

Similarly, in psychology, researchers conduct experiments to 

understand human behavior and cognitive processes. Empirical 

research is applicable in any area where conclusions must be drawn 

based on real-world data and measurable evidence rather than 

theoretical assumptions. 

Empirical research is characterized by its reliance on direct 

observation, experimentation, and data collection. It follows a 

systematic approach, beginning with a hypothesis that guides the 

research process. Data is gathered through structured methods such 

as surveys, experiments, case studies, or field observations. Another 

key characteristic is the control and manipulation of variables, 

allowing researchers to study their effects in a controlled 

environment. The findings of empirical research must be objective, 

measurable, and verifiable, ensuring that the results can be 

replicated and validated by others. This research method is also 

dynamic, meaning that conclusions can evolve as new evidence 

emerges. 

 

3.4.3:  Case Study Research 
Case study research is a method of in-depth investigation focused on 

a particular individual, group, organization, event, or situation. It 

aims to explore complex issues in real-life contexts by collecting 

detailed and comprehensive information. Unlike broad statistical 

studies, case study research provides rich qualitative insights into 

specific cases, making it useful for understanding unique 

phenomena, behaviors, or decision-making processes. Researchers 

use various sources such as interviews, observations, documents, 
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and reports to analyze the subject in depth. This method is 

commonly used in social sciences, business, psychology, and 

medical research to gain a deeper understanding of real-world 

problems and their possible solutions. 

Applicability of Case Study Research: Case study research is 

applied in various fields where a detailed, context-specific 

understanding of a subject is required. Some common areas where it 

is useful include: 

1. Business and Management – Companies use case studies to 

analyze business strategies, management practices, and market 

trends. It helps in understanding how organizations respond to 

challenges and make strategic decisions. 

2. Social Sciences – Researchers study communities, cultures, or 

specific groups to examine social behavior, relationships, and 

societal trends. 

3. Psychology and Medicine – Case studies help in understanding 

rare psychological disorders, patient behaviors, and the 

effectiveness of treatments. In medical research, case studies are 

used to document unique or rare conditions. 

4. Education – Used to analyze teaching methods, student learning 

behaviors, and the impact of educational policies. 

5. Law and Policy Research – Helps in analyzing legal cases, 

policy implementations, and their effects on society. 

Characteristics of Case Study Research: Case study research has 

several defining features that make it a unique and valuable research 

method: 
1. In-depth Analysis – Focuses on a single case or a small number 

of cases, providing detailed and comprehensive insights rather 

than general statistical findings. 
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2. Multiple Data Sources – Uses various sources such as 

interviews, observations, documents, and reports to gather 

extensive information. 

3. Real-life Context – Conducted in natural settings rather than 

controlled environments, allowing researchers to study subjects 

in their actual circumstances. 

4. Qualitative and Quantitative Approach – Primarily qualitative, 

but it can also include numerical data to support findings. 

5. Exploratory and Explanatory – Can be used to explore new areas 

of research (exploratory) or explain causal relationships and 

decision-making processes (explanatory). 

6. Flexible Methodology – Research design and data collection 

methods can be adjusted as new insights emerge. 

7. Time-Intensive – Requires a long duration for data collection, 

analysis, and interpretation. 

 

Check Your Progress 
1. Define empirical research in one sentence. 

2. Which research method involves an in-depth study of a single 

case? 

3. How does exploratory research differ from empirical research? 

4. What is the key data collection method used in quantitative 

research? 

5. Which research approach is used to understand human 

behavior and experiences? 

 

3.5: Summing Up 

Research follows different approaches and methodologies to 

explore, analyze, and understand various phenomena. Broadly, it is 

categorized into quantitative and qualitative approaches. The 

quantitative approach relies on numerical data, structured methods, 
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and statistical analysis to draw objective conclusions. It uses 

surveys, experiments, and structured questionnaires to collect 

measurable data and is widely applied in sciences, business, and 

social studies. On the other hand, the qualitative approach focuses 

on understanding human experiences, behaviors, and social 

interactions through non-numerical data. Researchers use in-depth 

interviews, case studies, and focus groups to gain insights into 

subjective perspectives, making it a preferred method in 

psychology, sociology, and education. 

Research is also classified into different types based on its purpose 

and methodology. Pure research (basic research) aims at expanding 

theoretical knowledge without immediate practical applications, 

such as studying fundamental scientific principles or human 

behavior theories. Applied research, in contrast, focuses on solving 

real-world problems and is widely used in business, healthcare, and 

policymaking. Exploratory research is used when little is known 

about a subject and helps generate ideas or identify patterns for 

further study, whereas empirical research relies on direct 

observation, experiments, and real-world data to validate 

hypotheses, making it essential in sciences and economics. 

Another significant research type is case study research, which 

involves an in-depth investigation of a particular individual, group, 

organization, or event. This method helps researchers understand 

complex real-world issues by examining specific cases in detail. It is 

widely used in business, law, psychology, and social sciences to 

explore challenges and solutions in a practical context. By 

understanding these research approaches and types, scholars can 
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choose the most suitable method for their studies and generate 

meaningful results. 

 
 
3.6: Model Questions 

1. Explain the quantitative approach to research, highlighting its 

key characteristics and methods. 

2. Discuss the qualitative approach to research. How does it differ 

from the quantitative approach? 

3. Compare and contrast pure research and applied research, 

providing suitable examples. 

4. What is exploratory research? Explain its significance and when 

it is used in research studies. 

5. Define empirical research and describe its main features and 

applications in various fields. 

6. How does case study research contribute to real-world problem-

solving? Discuss its advantages and limitations. 

7. In what ways do quantitative and qualitative research methods 

complement each other in academic studies? 

8. Describe the steps involved in conducting a case study and 

explain its relevance in research. 

9. What are the major differences between exploratory and 

empirical research? Provide examples of each. 

10. How do researchers decide whether to use pure or applied 

research for a particular study? 
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Unit-4 
Defining Research Problem, Identification Process,  

Review of Existing Literature 
 
Unit Structure: 
4.1: Introduction 

4.2: Objectives 

4.3:  Defining the Research Problem 

4.3.1: Concept of a Research Problem 

4.3.2: Sources of Research Problems 

4.3.3: Criteria for a Good Research Problem 

4.3.4: Steps in Formulating a Research Problem 

4.4: Process of Identifying a Research Problem 

4.5: Review of Existing Literature 

4.5.1: Sources of Literature Review: 

4.5.2: Techniques for Conducting Literature Review 

4.5.3: Critical Evaluation of Literature 

4.6: Organizing the Literature Review 

4.6.1: Selection of an appropriate approach 

4.6.2: Development of theoretical framework 

4.7: Summing Up 

4.8: Model Question 

4.9: References and Suggested Readings 

 

4.1: Introduction 

Research is a systematic process of investigation aimed at 

discovering new knowledge or verifying existing information. At 

the core of any research lies a well-defined research problem, which 

serves as the foundation for the entire study. A research problem is a 

specific issue, gap, or question that a researcher aims to address 
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through a structured inquiry. It provides direction and focus to the 

study, ensuring that the research efforts remain meaningful and 

relevant. Without a clearly defined research problem, a study may 

lack coherence and fail to produce valuable insights. 

The importance of a research problem cannot be overstated, as it 

determines the purpose and scope of a study. In academic research, 

defining a research problem helps scholars contribute to the existing 

body of knowledge by identifying gaps and proposing new 

perspectives. It guides researchers in formulating research questions, 

hypotheses, and objectives, ensuring that their study is systematic 

and goal-oriented. In business research, identifying a research 

problem is crucial for decision-making and problem-solving. 

Businesses rely on research to analyze market trends, understand 

consumer behavior, and develop effective strategies. For example, a 

company experiencing declining sales may conduct research to 

determine the reasons behind this trend and explore potential 

solutions. 

A well-defined research problem significantly influences research 

outcomes by enhancing clarity and focus. It helps researchers in 

selecting appropriate research methodologies, ensuring data 

collection is relevant and meaningful. A clear research problem also 

facilitates an efficient review of existing literature, helping 

researchers build upon previous studies rather than duplicating 

efforts. Moreover, it enables researchers to draw valid conclusions 

and propose actionable recommendations. If a research problem is 

vague or poorly defined, the study may lack depth and fail to 

provide useful insights. Therefore, the process of identifying and 

refining a research problem is a critical step in conducting high-

quality research. 
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4.2: Objectives 
After going through this unit, you will be able to-  

 define the research problem, 

 understand the meaning of literature review, 

 discuss the process for research problem identification, 

 describe the sources and techniques of literature review. 

 

4.3: Defining the Research Problem 
A research problem is the central issue or question that a researcher 

aims to address through systematic study. It forms the foundation of 

any research project, guiding the selection of research methods, data 

collection, and analysis. Defining a research problem clearly is 

crucial, as it ensures that the study remains focused, relevant, and 

meaningful. A well-defined research problem not only highlights the 

purpose of the study but also helps in identifying gaps in existing 

knowledge, leading to valuable insights and practical solutions. 

 

4.3.1: Concept of a Research Problem 
Meaning and Characteristics: A research problem refers to a 

specific question, issue, or difficulty that requires investigation. It 

arises from the need to gain deeper understanding, solve a problem, 

or contribute new knowledge to a particular field. A well-defined 

research problem has the following characteristics: 

 Clarity: The problem should be clearly stated and free from 

ambiguity. 

 Specificity: It should focus on a particular issue rather than 

being too broad or general. 

 Relevance: The problem should be meaningful and significant 

in the context of academic or practical applications. 

 Feasibility: The problem should be researchable within 

available time, resources, and data accessibility. 
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 Originality: It should contribute new knowledge, insights, or 

solutions rather than simply repeating previous studies. 

Types of Research Problems: Research problems can be 

categorized into different types based on their nature and purpose: 

1. Theoretical Problems: These focus on expanding knowledge, 

testing theories, or exploring new concepts in a given field. 

Example: "What factors influence consumer trust in online 

transactions?" 

2. Applied Problems: These aim to find practical solutions to real-

world issues. Example: "How can a company improve employee 

productivity through remote work policies?" 

3. Descriptive Problems: These involve studying and describing a 

phenomenon as it exists. Example: "What are the common 

challenges faced by small businesses in digital marketing?" 

4. Exploratory Problems: These focus on identifying new 

patterns or relationships. Example: "What are the emerging 

trends in cryptocurrency investments?" 

5. Causal Problems: These investigate cause-and-effect 

relationships. Example: "How does social media marketing 

impact customer engagement in e-commerce businesses?" 

 
4.3.2: Sources of Research Problems 
Research problems can arise from various sources, reflecting 

different real-world concerns and gaps in knowledge. Some of the 

key sources include: 

 Practical Issues: Many research problems originate from real-

life challenges faced by individuals, organizations, or society. 

Practical issues in business, education, healthcare, and 

technology often prompt researchers to explore solutions. For 

example, declining employee productivity in a company may 

lead to research on effective motivation strategies. 
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 Literature Gaps: A review of existing literature often reveals 

gaps that need further exploration. Researchers examine 

previous studies to identify areas that have not been sufficiently 

addressed. For example, if studies on sustainable tourism focus 

mainly on economic aspects, a researcher might explore its 

environmental or cultural impact. 

 Policy Debates: Public policies and government decisions 

frequently generate research problems. Policy-related research 

helps in evaluating the effectiveness of existing regulations and 

suggesting improvements. For example, research can examine 

how tax policies influence small business growth. 

 Social Concerns: Societal issues such as poverty, 

unemployment, gender inequality, and climate change provide 

important areas for research. For instance, a study might 

investigate the impact of digital education on students from 

economically disadvantaged backgrounds. 

 

4.3.3: Criteria for a Good Research Problem 
Selecting a good research problem is essential for conducting 

meaningful research. A well-chosen problem should meet the 

following criteria: 

 Feasibility: The research problem should be manageable in 

terms of time, resources, and data availability. If a study requires 

excessive funding or access to confidential data, it may be 

difficult to complete. 

 Clarity: The problem statement should be clearly defined, 

avoiding vague or overly broad topics. A precise research 

question helps in structuring the study effectively. 

 Significance: A good research problem should be important and 

relevant to its field. It should contribute to knowledge, offer 

practical solutions, or address pressing societal issues. 
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 Originality: The research problem should be novel and not 

simply replicate existing studies. While building on previous 

research is common, adding a unique perspective or addressing 

an unexplored area enhances the study’s value. 

 
4.3.4: Steps in Formulating a Research Problem 
The process of defining a research problem involves several steps to 

ensure that it is well-structured and researchable. 

 Identifying the Broad Area:  The first step in formulating a 

research problem is to choose a broad area of interest. This 

could be based on academic background, professional 

experience, or emerging trends in a particular field. For 

example, a researcher interested in finance may consider topics 

like investment strategies, risk management, or financial 

literacy. 

 Narrowing Down to a Specific Research Question: Once a broad 

area is identified, the researcher needs to refine it by focusing on 

a specific issue or question. This involves reviewing existing 

literature, identifying gaps, and determining the key aspects that 

need investigation. For example, within the broad area of 

financial literacy, a researcher might focus on "the impact of 

financial education programs on college students' investment 

behavior." 

 Refining the Problem Statement:  After narrowing down the 

topic, the research problem should be clearly articulated in the 

form of a problem statement. A well-defined problem statement 

should: 

1. Clearly state the issue or question being investigated. 

2. Highlight its significance and relevance. 

3. Indicate the scope and limitations of the study. 



75 
 

For example, a refined problem statement might be: 

"Despite the growing emphasis on financial education, many 

college students lack investment knowledge, leading to poor 

financial decisions. This study aims to examine the effectiveness of 

financial education programs in improving students' investment 

behavior and decision-making skills." 

By following the above steps, researchers can ensure that their study 

is well-defined, focused, and capable of producing valuable insights. 

A clearly formulated research problem sets the foundation for a 

structured and meaningful investigation, ultimately contributing to 

the advancement of knowledge and practical applications. 

 

Check your Progress 
1. Define a research problem in one or two sentences. 

2. Mention any two sources of research problems. 

3. What is the first step in formulating a research problem? 

4. Name any two criteria for a good research problem. 

5. Name the steps involved in framing a research problem. 

 
4.4: Process of Identifying a Research Problem 

Identifying a research problem is a critical step in conducting 

meaningful research. It requires careful observation, analysis, and 

understanding of existing knowledge and emerging trends. A well-

identified research problem ensures that the study contributes to the 

field by addressing gaps, providing new insights, or solving 

practical issues. The process of identifying a research problem 

involves multiple factors, including recognizing research gaps, 

reviewing past studies, analyzing current trends, evaluating practical 

constraints, and seeking expert opinions. Each of these factors plays 

a crucial role in refining the research focus and ensuring the 

feasibility and relevance of the study. 
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1. Understanding the Research Gap: A research gap refers to an area 

within a subject where existing studies have not provided sufficient 

answers or where conflicting results exist. Identifying these gaps is 

essential because it helps researchers focus on topics that require 

further exploration. There are different types of research gaps such 

as: 

 Theoretical Gaps: When there is a lack of comprehensive 

theories or conflicting theoretical perspectives. 

 Methodological Gaps: When existing studies have used limited 

methods, leaving room for alternative approaches. 

 Empirical Gaps: When there is a lack of data or insufficient 

empirical evidence to support conclusions. 

 Population Gaps: When previous research has focused on 

specific groups but ignored others. 

For example, if multiple studies have examined the impact of digital 

marketing on large corporations but little research exists on its effect 

on small businesses, this presents a research gap that a new study 

can address. 

2. Reviewing Past Research and Reports: A thorough review of past 

research and reports helps in understanding what has already been 

studied and where new contributions can be made. Reviewing 

literature is essential for identifying relevant theories, 

methodologies, and findings that can guide the formulation of a new 

research problem. 

 Sources for Literature Review: 

 Academic journals and research papers 

 Books and conference proceedings 

 Government reports and policy documents 

 Industry reports and white papers 

 Online research databases such as Google Scholar, JSTOR, 

and Scopus 
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 Steps in Reviewing Past Research: 

 Identify Key Studies: Search for research articles related to 

your area of interest. 

 Analyze Findings: Understand the major conclusions drawn 

by past researchers. 

 Identify Limitations: Look for gaps, contradictions, or 

unanswered questions. 

 Summarize Key Themes: Organize research findings by 

themes or categories. 

For example, if a researcher wants to study the impact of work-

from-home policies on employee productivity, they should first 

review existing studies on remote work, organizational behavior, 

and employee motivation to identify gaps or contradictions in 

previous findings. 

3. Exploring Current Trends and Issues: Another important step in 

identifying a research problem is analyzing current trends and 

emerging issues in the chosen field. Research problems often arise 

from real-world challenges, technological advancements, policy 

changes, or market shifts. There are different ways to Explore 

Trends and Issues such as: 

 Reading industry reports and business news 

 Attending academic conferences and seminars 

 Engaging with professionals and practitioners in the field 

 Following discussions on online forums and social media 

 Observing changes in policies, laws, and regulations 

 

For example, in the field of finance, a researcher may notice a rising 

trend in sustainable investing and ESG (Environmental, Social, and 

Governance) criteria. If existing research focuses primarily on 

developed economies, a new research problem could explore the 
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impact of ESG compliance on firm performance in emerging 

markets. 

Similarly, in healthcare research, the increasing use of artificial 

intelligence in diagnostics presents an opportunity to study the 

ethical implications of AI-based decision-making in medical 

treatments. 

4. Considering Practical Constraints: Even if a research problem 

appears interesting and relevant, it must be feasible to study within 

the available time, budget, and resources. Practical constraints can 

significantly affect the research process, so they must be carefully 

evaluated. The following factor must be carefully looked into:  

 Availability of Data: 

 Some research topics may require data that is difficult to 

access, such as confidential financial records or medical 

histories. 

 If primary data collection (surveys, interviews, experiments) 

is required, the researcher must assess whether it is possible 

within the available resources. 

 Resource Constraints: 

 Conducting large-scale surveys, experiments, or 

international studies may require funding that is not always 

available. 

 Access to specialized software or analytical tools may also 

be a limiting factor. 

 Ethical Concerns: 

 Research involving human subjects must follow ethical 

guidelines to ensure informed consent, privacy, and 

confidentiality. 

 Topics related to sensitive social issues should be handled 

carefully to avoid harm or bias. 
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For example, a study on mental health and workplace stress may 

require access to employee medical records, which are protected by 

confidentiality laws. In such cases, the researcher must either 

modify the research problem to use alternative data sources (such as 

self-reported surveys) or ensure compliance with ethical guidelines. 

5. Role of Experience and Expert Consultation: Personal experience 

and expert opinions play a vital role in refining a research problem. 

Researchers often draw from their own academic background, 

professional expertise, or field observations to identify meaningful 

problems. Consulting experts in the field can also provide valuable 

insights and direction. A researcher may seek expert opinion or 

advice from the following:  

 Professors and Academics: They can provide guidance on 

theoretical frameworks and research methodologies. 

 Industry Professionals: Practitioners in the field can highlight 

real-world challenges that require further study. 

 Government and Policy Makers: Officials can suggest research 

areas that align with public policy priorities. 

 Research Groups and Online Communities: Engaging with 

researchers on platforms like Research Gate, LinkedIn, or 

academic forums can provide useful perspectives. 

For example, if a researcher is interested in studying renewable 

energy adoption, consulting environmental scientists, policymakers, 

and energy industry experts can help refine the research problem to 

focus on specific aspects such as policy effectiveness, technological 

challenges, or consumer behavior. 

 

4.5: Review of Existing Literature 

A literature review is an essential part of the research process that 

involves examining existing studies, theories, and data related to a 

chosen research topic. It provides a comprehensive understanding of 



80 
 

the subject and helps in identifying knowledge gaps, refining 

research questions, and ensuring that new research adds value to the 

field. Without a thorough review of past research, studies may 

become repetitive, lack depth, or fail to address significant issues. 

Conducting a literature review requires careful selection and 

analysis of academic sources such as books, journal articles, 

government reports, and online databases. Researchers must 

evaluate the credibility and relevance of these sources while also 

being aware of potential biases. A well-structured literature review 

ensures that research is based on solid theoretical foundations, uses 

appropriate methodologies, and contributes meaningfully to the 

existing body of knowledge. The following points need a 

consideration for literature review:  

 
 Understanding the existing body of knowledge: A literature 

review helps researchers gain a clear understanding of previous 

studies, concepts, theories, and findings related to their area of 

research. By analyzing existing research, scholars can: 

 Identify key theories and frameworks that are widely 

accepted. 

 Learn about different research methodologies used in past 

studies. 

 Understand how research questions have evolved over time. 

For example, if a researcher is studying the impact of social media 

marketing on consumer behavior, reviewing existing literature 

would help in understanding: 

 How previous studies have defined consumer behavior in digital 

environments. 

 Theories related to online marketing strategies. 

 The effectiveness of social media platforms in engaging 

customers. 
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By studying what is already known, researchers can build on 

existing knowledge rather than starting from scratch. 

 

 Identifying gaps and research opportunities: One of the most 

important functions of a literature review is to identify gaps in 

the existing body of knowledge. These gaps may arise due to: 

 Lack of research on specific aspects of a topic. 

 Contradictory findings that require further investigation. 

 Emerging trends that have not yet been studied in depth. 

For instance, if most studies on remote work productivity focus on 

IT professionals but do not explore its impact on healthcare workers, 

this presents an opportunity for further research. Identifying such 

gaps ensures that new research adds value by addressing unexplored 

or under-researched areas. 

 

 Avoiding duplication and ensuring originality: A literature 

review helps researchers avoid duplicating previous work. 

Repeating an existing study without adding new insights may 

lead to wasted time and effort. By reviewing past research, 

scholars can: 

 Avoid researching topics that have already been extensively 

covered. 

 Modify their research questions to focus on unique aspects. 

 Ensure their study provides new perspectives, methods, or 

solutions. 

For example, if a study has already examined the impact of climate 

change on agricultural yield, a new study can focus on adaptive 

strategies used by farmers to mitigate climate risks instead of 

repeating the same analysis. 
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4.5.1: Sources of Literature Review 

A literature review requires reliable and credible sources. The 

following are the most commonly used sources: 

 Books: Books provide a comprehensive and in-depth 

understanding of a subject. They are useful for studying 

fundamental concepts, theories, and historical developments in a 

research field. However, books may not always include the latest 

findings, as publishing takes time. 

 Journals: Academic journals publish peer-reviewed research 

articles that contain the latest studies in various fields. They are 

highly credible and reliable sources of information. Leading 

journals often have a high impact factor, indicating their 

significance in the academic community. 

 Conference Papers: Conference papers present new research 

findings and innovative ideas before they are published in 

journals. They are useful for understanding emerging trends and 

recent advancements in a field. 

 Government Reports and Policy Documents: Government 

publications and official reports contain statistical data, policy 

evaluations, and regulatory updates. These sources are useful for 

research in economics, public policy, health, and social sciences. 

 Online Databases: Databases such as Google Scholar, JSTOR, 

Scopus, Web of Science, and ProQuest provide access to 

thousands of academic articles and research papers. These 

platforms help researchers find credible and well-cited sources. 
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4.5.2: Techniques for Conducting Literature Review 

 Keyword Searching and Database Use:    To conduct an 

effective literature review, researchers must use the right 

keywords and search strategies when browsing academic 

databases. 

 Use Boolean Operators: Combining keywords with AND, OR, 

NOT helps refine search results. 

o Example: "digital banking AND customer satisfaction" (to 

find studies related to both terms). 

 Use Advanced Search Filters: Limit search results by 

publication date, author, or type of source. 

 Check References in Key Articles: A good way to find more 

relevant literature is to look at the bibliography of a highly cited 

paper. 

 Systematic Review vs. Narrative Review 

 Systematic Review: 

o Follows a structured and replicable method to collect and 

analyze studies. 

o Focuses on quantitative data and meta-analysis. 

o Example: Studying the effectiveness of COVID-19 vaccines 

by analyzing multiple clinical trials. 

 Narrative Review: 

o Provides a broad overview of literature without strict 

selection criteria. 

o Focuses on qualitative discussions rather than data analysis. 

o Example: Reviewing the history of behavioral economics 

and its evolution over time. 
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 Using Citation Analysis (Impact Factor, H-Index): Citation 

analysis helps in evaluating the influence of a research paper or 

journal. 

 Impact Factor: Measures the frequency with which articles 

in a journal are cited. 

 H-Index: Indicates the productivity and citation impact of a 

researcher or journal. 

For instance, a journal with a high impact factor (e.g., The Journal 

of Finance) is considered more authoritative than one with a low 

rating. 

 

4.5.3: Critical Evaluation of Literature 

A literature review is not just about summarizing previous studies—

it also requires critical evaluation of sources. 

 Assessing Credibility and Relevance: Researchers must check 

whether a study is authentic, peer-reviewed, and up-to-date. 

Factors to consider include: 

 Author’s Expertise: Is the researcher well-known in the field? 

 Publication Source: Is the study published in a reputed journal? 

 Date of Publication: Is the research still relevant, or has new 

evidence emerged? 

For example, an outdated study on artificial intelligence (AI) from 

2005 may not be relevant to current developments in AI. 

 Recognizing Biases and Limitations: Every research study has 

limitations, and recognizing them is important. Researchers 

should: 

 Identify methodological weaknesses, such as small sample sizes 

or lack of control groups. 

 Be aware of potential biases, such as funding sources 

influencing study outcomes. 

 Compare multiple studies to verify consistency of findings. 
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For example, if a pharmaceutical company funds a study on its own 

drug’s effectiveness, there may be a conflict of interest affecting the 

results. 

 

4.6: Organizing the Literature Review 

A well-structured literature review is essential for synthesizing 

existing research and presenting key findings in a coherent manner. 

Organizing the literature review ensures that different perspectives, 

methodologies, and theoretical approaches are clearly outlined, 

allowing for a critical analysis of past studies. Researchers adopt 

different approaches to structure the literature review based on the 

nature of their research. A structured literature review enables a 

better understanding of the evolution of knowledge in a particular 

field and helps in identifying research gaps that can be explored 

further.  

 

4.6.1: Selection of an appropriate approach 

The selection of an appropriate approach is crucial to making the 

literature review engaging, insightful, and relevant to the research 

topic. 

 Thematic Approach: The thematic approach organizes literature 

based on key themes or subject areas within the research topic. 

Instead of presenting individual studies separately, this method 

categorizes research findings under broader themes, allowing for 

a more systematic presentation of ideas. Thematic organization 

helps in identifying patterns, trends, and relationships among 

different studies, making it easier to understand the scope of 

existing knowledge in a particular domain. This approach is 

particularly useful when research has multiple dimensions, as it 

enables a structured discussion of different aspects of the topic. 

Thematic organization also aids in comparing and contrasting 
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various viewpoints, providing a comprehensive overview of the 

subject while maintaining clarity and logical flow. 

 Chronological Approach: The chronological approach structures 

the literature review based on the historical development of 

research in a specific field. This method presents studies in the 

order in which they were conducted, showing how ideas and 

theories have evolved over time. A chronological review helps 

in identifying major breakthroughs, shifts in research focus, and 

the progression of knowledge. It also highlights how newer 

studies build upon or challenge earlier findings. However, while 

using this approach, it is important to go beyond merely listing 

studies in sequence. The analysis should critically assess how 

research has developed, pointing out significant trends, gaps, 

and areas where further inquiry is needed. A chronological 

review is useful when examining topics with a well-established 

research history and when understanding the progression of 

knowledge is essential to the study. 

 Methodological Approach: The methodological approach 

organizes the literature review based on the research methods 

used in existing studies. This method is particularly beneficial 

when the objective is to compare different methodologies and 

evaluate their strengths and limitations. Grouping studies 

according to research methods provides insights into the 

techniques used to investigate a particular issue, highlighting 

variations in data collection, analysis, and interpretation. This 

approach also helps in understanding which methodologies have 

been most effective and whether alternative approaches could 

yield better results. A methodological review allows researchers 

to critically assess the reliability and validity of existing studies 

and identify methodological gaps that need further exploration. 

It ensures that the literature review is not just a collection of 
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research findings but also a discussion on the methods used to 

obtain those findings. 

 
4.6.2: Development of theoretical framework 

A literature review plays a critical role in developing the theoretical 

framework of a research study. By analyzing existing research, 

scholars identify key concepts, theories, and models that form the 

foundation of their study. A well-conducted literature review helps 

in understanding how different researchers have approached similar 

problems, what theoretical perspectives they have used, and how 

these theories have evolved over time. This process enables 

researchers to position their study within an established body of 

knowledge while identifying gaps that need further exploration. 

The theoretical framework is built upon relevant theories and 

concepts extracted from the literature review. It provides a 

structured way to define variables, explain relationships, and justify 

the research approach. The literature review allows researchers to 

compare different theoretical perspectives and select the most 

suitable one for their study. Additionally, it helps in refining 

research questions and hypotheses based on established theoretical 

foundations. 

By critically evaluating previous studies, researchers can determine 

the strengths and limitations of existing theories, leading to 

modifications or new interpretations that align with the research 

objectives. A well-developed theoretical framework not only 

strengthens the study’s academic foundation but also guides data 

collection, analysis, and interpretation. Thus, the literature review 

serves as a bridge between existing knowledge and new research, 

ensuring that the study is grounded in established principles while 

contributing to the advancement of knowledge in the field. 
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Check your Progress 
1. True or False: A research problem should always be vague 

to allow flexibility. 

2. Fill in the blank: A good research problem should be 

_______ and researchable. 

3. Mention one purpose of conducting a literature review. 

4. What does a theoretical framework consist of? 

5. True or False: Literature review should be done after 

finalizing the problem statement. 

6. In one line, explain how literature review helps in avoiding 

duplication in research 

 

 

4.7: Summing Up 
A research problem is the foundation of any scientific investigation. 

It refers to a specific issue, gap, or area of concern that a researcher 

wants to explore or find solutions to. Identifying a good research 

problem is crucial, as it determines the direction and success of the 

entire study. Research problems can originate from various sources 

such as real-life experiences, academic readings, theories, or 

discussions with experts. They may also arise from previous 

research findings or societal needs. Once a researcher identifies a 

potential issue, it is important to evaluate whether it is suitable for 

research by considering its feasibility, clarity, relevance, and the 

availability of resources and data. These elements serve as key 

criteria for judging whether a research problem is worth pursuing. 

Formulating a research problem involves a few systematic steps. 

First, the researcher must develop a deep understanding of the issue 

through observation and preliminary data collection. Next, the 

problem is clearly defined in specific terms, often by narrowing it 

down into research questions or hypotheses. This process ensures 
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that the study remains focused and manageable. The overall process 

of identifying a research problem includes recognizing a broad area 

of interest, narrowing it down through review and analysis, and 

finally framing a clear problem statement. 

A crucial part of this process is reviewing the existing literature. 

Literature review helps the researcher understand what has already 

been studied and what gaps still exist. It provides a solid 

background for the study and avoids duplication. Most importantly, 

it helps in developing a theoretical framework, which acts as the 

foundation for the research. This framework outlines key concepts, 

variables, and relationships that guide the research process, ensuring 

that the study is built on established knowledge while aiming to 

contribute something new. 

 

4.8: Model Question 
1. Explain the concept of a research problem with suitable 

examples. 

2. Discuss the various sources from which research problems may 

be identified. 

3. Describe the systematic steps involved in formulating a research 

problem. 

4. What are the essential criteria of a good research problem? 

Explain with illustrations. 

5. Explain the process of identifying a research problem in social 

science research. 

6. How does reviewing existing literature help in identifying a 

research gap? 

7. Discuss the role of literature review in refining and defining a 

research problem. 

8. How can a researcher ensure that the selected problem is 

researchable and relevant? 
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9. Describe how literature review contributes to the development 

of a theoretical framework. 

10. What precautions should a researcher take while formulating a 

research problem? 

 
4.9: References and Suggested Readings 
1. Kothari, C. R., & Garg, G. (2019). Research methodology: 

Methods and techniques (4th ed.). New Age International 

Publishers. 

2. Kumar, R. (2019). Research methodology: A step-by-step guide 

for beginners (5th ed.). SAGE Publications. 

3. Hazarika, P. L. (2009). A textbook of business research methods. 

S. Chand Publishing. 

4. Hazarika, P. L. (2010). A textbook of business statistics. S. 

Chand Publishing. 

5. Kothari, C. R., & Garg, G. (2019). Quantitative techniques (3rd 

ed.). New Age International Publishers. 

6. Gupta, S. P. (2014). Statistical methods (44th ed.). Sultan Chand 

& Sons. 

7. Das, N. G. (2010). Statistical methods in commerce, 

accountancy, and economics. McGraw Hill Education. 
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Unit-5 
Components of Research Problem 

 

Unit Structure:  
5.1: Introduction 

5.2:  Objectives  

5.3: Components of Research Problem 

5.4: Selection of Research Problem 

5.5: Formulation of Research Problem 

5.6: Summing Up 

5.7: Model Question 

5.8: References and Suggested Readings 

 

5.1: Introduction  

A research problem is the specific issue, difficulty, or gap in 

knowledge that a researcher wants to address. It guides the entire 

research process by providing focus and direction. Understanding 

the components of a research problem is the first step in developing 

a strong foundation for any research. These components typically 

include the research topic, background or context, objectives, 

research questions, and the justification for the study. Each of these 

elements plays a crucial role in clarifying what the research aims to 

achieve. 

Once the researcher understands the components, the next important 

step is the selection of a research problem. This involves identifying 

a topic that is not only interesting and relevant but also feasible to 

study given the resources and time available. A good research 

problem should be specific, researchable, and significant in terms of 

contributing to existing knowledge or solving real-world issues. The 

process of selecting a research problem often depends on the 
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researcher’s personal interest, availability of data, guidance from 

experts, and the needs of the field or society. 

After selecting a problem, the next stage is the formulation of the 

research problem. This means clearly stating the problem in a way 

that it can be investigated scientifically. It involves defining the 

research objectives, framing research questions or hypotheses, and 

narrowing down the scope of the study. A well-formulated research 

problem ensures that the study remains focused and manageable. In 

this unit, learners will understand these three important aspects—

components, selection, and formulation of a research problem—

which are essential for beginning any research work in a systematic 

and effective manner. 

 

5.2: Objectives 

After going through this unit, you will be able to-  

 understand the various components of a research problem, 

 discuss the selection of an appropriate research problem, 

 explain the process of research formulation. 

 

5.3: Components of Research Problem 

A research problem refers to a situation or condition that needs a 

solution, improvement, or investigation. It may arise from gaps in 

knowledge, conflicting theories, practical challenges, or unexplored 

areas in existing literature. Proper identification and articulation of 

the research problem are crucial steps that guide the entire research 

process. The major components of a research problem can be 

discussed under the following headings: 

1. Research Topic or Area of Interest: The first component of a 

research problem is the research topic or the broad area of interest. 
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This is the general subject or field from which the problem arises. It 

reflects the curiosity or concern of the researcher and provides the 

basic direction for the study. Choosing a relevant and meaningful 

topic is essential, as it helps to keep the researcher motivated 

throughout the research process. The topic should not be too broad, 

which can make the study unmanageable, nor too narrow, which can 

limit the depth of analysis. A carefully chosen topic often leads to 

the identification of a more focused research problem. 

2. Background or Context of the Problem: Once the topic is 

identified, it is necessary to understand the background or context in 

which the problem exists. This involves gathering information about 

the current situation, past research, social relevance, and practical 

challenges related to the topic. The background helps in identifying 

what has already been studied, what gaps exist in the literature, and 

how the issue is impacting society, business, or academia. Providing 

the background creates a strong base for the research and helps 

readers understand why the study is important. It also reflects the 

researcher's awareness of developments in the chosen area. 

3. Statement of the Problem: The statement of the problem is a clear 

and concise description of the issue that the research aims to 

address. It defines the core concern or gap that the researcher seeks 

to investigate. A good problem statement highlights what the 

problem is, whom it affects, and why it needs to be solved. It brings 

the entire research into focus and acts as a guide for formulating 

objectives, questions, and hypotheses. The statement should be 

specific, researchable, and significant in terms of contributing to 

existing knowledge or solving practical challenges. It gives the 

research a clear sense of purpose. 

4. Objectives of the Study: Objectives are the specific goals that the 

research aims to achieve. They break down the research problem 

into manageable parts and provide a roadmap for the study. There 
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are usually two levels of objectives: the general (or main) objective, 

which outlines the overall purpose, and the specific objectives, 

which focus on detailed aspects of the problem. Clearly defined 

objectives help in selecting appropriate research methods, collecting 

relevant data, and evaluating results. They also allow the researcher 

to stay focused and ensure that the study remains within its intended 

scope. In short, objectives bring clarity and direction to the research. 

5. Research Questions or Hypotheses: This component includes the 

formulation of research questions or hypotheses based on the 

problem and objectives. Research questions are specific questions 

the study seeks to answer, while hypotheses are testable 

assumptions about the relationship between variables. These guide 

the researcher in terms of what data to collect and how to interpret 

the findings. Good research questions should be clear, focused, and 

answerable through empirical investigation. Hypotheses, on the 

other hand, help in drawing comparisons or establishing cause-effect 

relationships. Whether a study is exploratory or analytical, questions 

or hypotheses are necessary to maintain structure and focus. 

6. Rationale or Justification of the Study: The rationale or 

justification explains why the research is important and worth 

conducting. It highlights the significance of the problem and the 

potential benefits of solving it. This section answers questions such 

as: What is the relevance of the problem in the current context? 

How will the research contribute to existing knowledge, practice, or 

policy? A well-written rationale convinces readers, including 

academic supervisors or funding agencies, about the value of the 

study. It also helps the researcher understand the real-world impact 

of the work and maintain a sense of purpose throughout the research 

process. 

7. Variables of the Study: In most research studies, especially in the 

social sciences and sciences, identifying variables is essential. 
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Variables are the elements or factors that the research is concerned 

with. They can be classified as independent variables (those that 

influence), dependent variables (those that are influenced), and 

sometimes control variables (those kept constant). Clearly 

identifying and defining these variables helps in designing the 

research and deciding the method of analysis. Understanding 

variables also ensures that the research is measurable and can be 

tested through data. This component is particularly important when 

the research involves statistical or experimental techniques. 

8. Scope and Delimitations: Every research study must have clear 

boundaries, which are explained in terms of its scope and 

delimitations. The scope refers to the extent of the study in terms of 

subject matter, geography, population, and time period. 

Delimitations, on the other hand, refer to the limitations set by the 

researcher—what the study will not cover and why. Stating the 

scope and delimitations helps to avoid misunderstandings and sets 

realistic expectations about the study’s findings. It also helps in 

managing the research effectively by keeping it focused and within 

practical limits. 

9. Definition of Key Terms: To avoid confusion and ensure clarity, 

it is important to define key terms and concepts used in the research. 

These are the specific terms related to the topic that may have 

different meanings in different contexts. Operational definitions 

explain how these terms will be understood and measured within the 

study. This component is especially important in academic writing 

because it ensures that the reader interprets the information in the 

same way as the researcher. Clear definitions also contribute to the 

reliability and validity of the study. 
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5.4: Selection of Research Problem 

Choosing a research problem is a very important step in the research 

process, and it should be done with care. Although it might seem 

easy at first, it can actually be quite challenging. A research guide or 

supervisor can help in this process by giving suggestions and advice. 

However, it is important to remember that the researcher must 

choose the topic on their own. Research problems cannot be simply 

copied or taken from someone else—they must come from the 

researcher's own interest and curiosity, just like a plant grows from 

its own seed. For example, when we need eyeglasses, the optician 

helps us, but we also have to describe how clearly we can see so that 

the right lens can be chosen. In the same way, a research guide can 

support us, but the final choice of the research problem must come 

from the researcher themselves. The following points can help a 

researcher in selecting an appropriate problem for study: 

1. Avoid Topics That Are Overdone: The researcher should not 

select a topic that has already been studied extensively unless there 

is a fresh perspective or new approach to add. When a subject has 

been overdone, it becomes difficult to contribute anything original 

or new to the existing body of knowledge. Repeating what has 

already been established does not add value to research, and hence, 

such topics should generally be avoided. 

2. Stay Away from Highly Controversial Topics: For an average or 

beginner-level researcher, it is advisable not to choose topics that 

are too controversial in nature. Controversial subjects may involve 

political, religious, or social sensitivities, which can lead to 

complications during data collection or while publishing results. 

Unless the researcher is well-equipped with experience and 

confidence, such topics can make the research process stressful and 

unproductive. 
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3. Do Not Choose Problems That Are Too Narrow or Too Vague: 

Research problems should be well-defined and balanced. A topic 

that is too narrow may not provide enough scope for detailed study 

or analysis, while a topic that is too vague can make the study 

directionless and confusing. A properly framed problem helps in 

setting clear objectives and choosing the right research methods. 

Therefore, the topic should be specific, but with enough depth for 

meaningful investigation. 

4. Select a Topic That Is Familiar and Feasible: It is important for 

the researcher to choose a topic that is familiar and within their area 

of knowledge. This helps in understanding the subject better and 

increases confidence in handling the research process. At the same 

time, the study must be feasible—that is, the researcher should have 

access to relevant data, sources of information, and necessary tools 

or techniques. Feasibility also includes the ability to complete the 

research within available time and resources. 

5. Seek Guidance and Explore Existing Literature: A researcher may 

find it difficult to come up with a topic on their own, especially in 

the beginning. In such cases, it is helpful to take guidance from 

experts, professors, or others who are experienced in research. The 

researcher should also read books, journals, and recent articles in 

their area of interest. This will help them understand what has 

already been done and what gaps still exist. Thinking critically 

about how the ideas and techniques used in existing studies can be 

applied to other problems may also lead to new research topics. 

6. Consider Practical Factors: Time, Cost, and Support: Before 

finalizing the research problem, the researcher should ask some 

practical questions. First, does the researcher have the right 

academic background and skills to work on the topic? Second, is the 

study affordable in terms of cost, or will it go beyond the available 

budget? Third, can the researcher expect cooperation from 
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participants or institutions involved in the study? These practical 

considerations are important to ensure that the study can be 

completed successfully. 

7. Conduct a Preliminary Study: In some cases, especially when the 

area of research is new or not well-explored, a small-scale 

preliminary or feasibility study should be conducted before 

finalizing the topic. This helps the researcher to understand whether 

the topic is manageable, whether data can be collected, and whether 

proper methods are available for analysis. Such initial investigation 

can prevent future difficulties and gives a clearer idea about the 

suitability of the topic. 

8. Choose a Topic That Interests You Deeply: Finally, the topic 

selected should match the researcher's personal interest and passion. 

If the topic is close to the researcher's heart, they will be more 

willing to invest time and effort into the study. Research is a long 

and often difficult journey, and only genuine interest in the topic 

will help the researcher stay motivated. The research should feel like 

a meaningful journey, not a burden. When a researcher is 

emotionally involved in their work, it leads to better outcomes and 

deeper insights. 

 

5.5: Formulation of Research Problem 

Formulating a research problem is one of the most critical steps in 

the research process. It provides clarity and direction to the entire 

study. A well-formulated research problem ensures that the 

researcher focuses on relevant aspects, selects the right 

methodology, and ultimately draws valid conclusions. The process 

of formulation involves several steps, each of which is important for 

developing a focused and researchable problem. 
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1. Understanding the Problem Area: The first step in formulating a 

research problem is to gain a deep understanding of the broad 

subject area. This includes reading books, articles, research papers, 

and other available sources to know what work has already been 

done and what gaps exist. By studying the subject in detail, the 

researcher becomes familiar with the key concepts, theories, and 

debates in that field. This understanding helps in narrowing down 

the area of interest into a specific issue or problem. 

2. Identifying the Research Gap: Once the general area is 

understood, the next step is to identify a research gap. A research 

gap is something that previous studies have not fully explored or 

explained. It may be a missing link, an unanswered question, or a 

problem that has not been addressed in a particular context. 

Identifying such a gap helps the researcher find a unique and 

original problem to study. This is essential for adding new 

knowledge to the field. 

3. Reviewing Related Literature: A detailed review of existing 

literature plays a big role in formulating a research problem. It helps 

the researcher understand what has already been studied, what 

methods have been used, and what findings have been reported. The 

literature review also helps in refining the problem and avoiding 

repetition. It gives insight into the structure of previous studies and 

helps the researcher decide on the direction of their own study. 

4. Narrowing down the Topic: Many times, the original topic of 

interest is too broad to study effectively. In such cases, it is 

important to narrow down the topic into a specific, manageable 

research problem. For example, instead of studying "Impact of 

Education on Society," one could focus on "Effect of Digital 

Education Tools on High School Students’ Academic Performance 

in Assam." A narrowed-down topic makes it easier to set objectives, 

collect data, and draw conclusions. 
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5. Defining the Research Problem Clearly: After narrowing down 

the topic, the next step is to define the research problem clearly and 

precisely. A good research problem should be stated in simple 

language, avoiding vague terms. It should explain what the problem 

is, who it affects, where it occurs, and why it needs to be studied. A 

clearly defined research problem becomes the foundation for 

formulating research questions, setting objectives, and designing the 

study. 

6. Setting Research Objectives and Questions: Formulation of the 

research problem also involves setting research objectives—what 

the researcher aims to achieve through the study. Along with this, 

research questions are framed to guide the data collection and 

analysis. For example, if the research problem is about the impact of 

social media on students' productivity, an objective could be: "To 

examine the relationship between time spent on social media and 

academic performance of college students." A related research 

question could be: "Does the use of social media affect students' 

study habits?" 

7. Ensuring Feasibility and Relevance: While formulating the 

research problem, it is important to check whether the study is 

feasible—can it be carried out with the available time, money, data, 

and other resources? The problem should also be relevant—it should 

contribute to knowledge, help solve a real-world issue, or provide 

useful insights. If a problem is too complex or cannot be addressed 

properly due to lack of data or access, it may need to be modified or 

replaced with a more practical one. 

8. Preliminary or Pilot Study (if needed): In some cases, especially 

when the topic is new or unfamiliar, the researcher may conduct a 

small preliminary or pilot study before finalizing the research 

problem. This mini-study helps test the practicality of the topic, 

availability of data, and effectiveness of research tools. A pilot study 
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helps the researcher avoid future difficulties and refine the research 

problem for better clarity and direction. 

9. Final Statement of the Research Problem: Once all the above 

steps are completed, the researcher can prepare the final statement 

of the research problem. This is usually written in a few sentences or 

a short paragraph that clearly states what the study will focus on. It 

should explain the issue being studied, its background, and the 

purpose of the research. The problem statement serves as a guide 

throughout the research process. 

10. Avoiding Common Mistakes in Formulation: While formulating 

a research problem, researchers should avoid common mistakes 

such as: 

 Choosing a topic that is too broad or too narrow. 

 Using vague or unclear language. 

 Ignoring available literature or not identifying a research 

gap. 

 Selecting a problem that is not researchable or feasible. 

 Failing to align the problem with research objectives and 

questions. 

A well-thought-out problem formulation avoids these issues and 

leads to meaningful and systematic research. 
 

Check Your Progress 

1. What is a research problem? 

2. Name any two components of a research problem. 

3. What do you mean by 'problem formulation'? 

4. Mention two important criteria for selecting a research 

problem. 

5. Why is clarity important in a research problem? 

6. What is meant by the ‘operational definition’ of a problem? 
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7. Give one example of a well-defined research problem. 

8. What is the role of literature review in research problem 

formulation? 

9. Differentiate between broad research area and research 

problem. 

10. Mention any two difficulties in formulating a research 

problem 

 

5.6: Summing Up 

Defining a research problem is a crucial initial step in the research 

process and often unfolds in a logical and sequential manner. At the 

outset, the researcher typically articulates the problem in a broad 

and general sense. This preliminary stage is essential for gaining a 

clear view of the research area. However, general statements often 

carry ambiguities and lack precision. Therefore, as the researcher 

delves deeper, a process of critical thinking and continuous 

refinement begins. This involves reviewing the problem from 

multiple angles, questioning its scope and implications, and 

narrowing it down to a specific and focused issue.  

A well defined research problem is not only clear and specific but 

also analytically meaningful and operationally feasible. It serves as 

a foundational guide for the entire research project by setting clear 

boundaries and directing the research efforts. Moreover, a properly 

formulated research problem helps in identifying and developing 

relevant working hypothesis, which are essential for the empirical 

investigation and analysis. It also facilitates the selection of a 

suitable research methods and tools to address the issue effectively. 

In essence, the process of defining a research problem lays the 

groundwork for meaningful inquiry by transforming vague ideas 

into precise questions that can be systematically explored. It is a 
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vital step that shapes the success and relevance of the research 

outcomes. 

 

5.7: Model Question 

1. What are the main components of a research problem? 

Explain each with examples. 

2. Discuss the criteria that a researcher should consider while 

selecting a research problem. 

3. Explain the process of selecting a suitable research problem 

for a study. 

4. Differentiate between research problem identification and 

problem formulation. 

5. What are the steps involved in the formulation of a research 

problem? Explain with a suitable example. 

6. How does reviewing literature help in identifying and 

formulating a research problem? 

7. Why is it important to define a research problem clearly? 

Discuss its impact on the research design. 

8. Explain the role of feasibility, relevance, and interest in the 

selection of a research problem. 

9. Describe how operational definitions help in the formulation 

of a research problem. 

10. What are the common challenges faced by researchers in 

selecting and formulating a research problem? How can they 

be addressed? 
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Unit-6 
Research Design 

 

Unit Structure: 
6.1: Introduction 

6.2: Objectives 

6.3: Research Design  

 6.3.1: Meaning and Concept  

 6.3.2: Important Concepts Related to Research Design 

 6.3.3: Key Questions Research Design Answers.  

6.4: Features and Characteristics of a Good Research Design. 

6.5: Summing Up 

6.6:  Model Questions 

6.7: References and Suggested Readings 

 

6.1: Introduction  

Research design is the overall plan or structure that guides a 

researcher in conducting a study. It acts like a blueprint that outlines 

how the research will be carried out, from identifying the problem to 

collecting and analyzing data. The main purpose of a research 

design is to ensure that the study is conducted in a systematic, 

organized, and logical way. It helps the researcher stay focused on 

the research objectives and ensures that the information collected is 

relevant and accurate. Simply put, research design is the foundation 

on which the entire research process stands. 

Once a researcher clearly defines the research problem, the next 

important step is to plan how the research will be carried out. This 

plan is known as the research design. A research design acts as a 

detailed roadmap or blueprint for conducting the study. It includes 

decisions about what information is needed, how it will be collected, 

from where, when, and using what methods. 
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In simple terms, research design is the structure or framework that 

guides the entire research process. It ensures that the data collected 

is relevant to the objectives of the study and that the research is 

carried out in a cost-effective and efficient manner. A well-thought-

out research design helps avoid confusion and saves time and effort 

during the actual research work. 

A good research design has certain important features. First, it is 

clearly linked to the purpose of the study and helps answer the 

research questions effectively. It provides a clear plan regarding 

what data is needed, how and where it will be collected, and how it 

will be analyzed. Second, a research design ensures reliability and 

consistency, meaning that if the study is repeated, similar results can 

be obtained. Third, it focuses on minimizing errors and making the 

best use of time and resources. Other key characteristics include 

flexibility (if the study requires adjustments), objectivity (free from 

personal bias), and ethical considerations (respecting the rights of 

participants). Overall, a well-prepared research design increases the 

chances of producing valid, meaningful, and useful research 

findings. 

 

6.2: Objectives:  

After going through this unit, you will be able to- 

 understand the meaning and concept of research design, 

 discuss the important concepts related to research design, 

 explain the features and Characteristics of a good research 

design. 
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 6.3: Research Design  

6.3.1: Meaning and Concept  

Meaning: Research design is the overall framework or plan that 

guides a researcher in conducting a study in a systematic way. It 

outlines how the research will be carried out from start to finish. In 

simple words, research design is like a detailed roadmap that helps 

the researcher decide what needs to be done, when, where, and how. 

It involves making careful choices about the type of data required, 

how it will be collected, how it will be analyzed, and how the results 

will be presented. The main aim of a research design is to ensure 

that the research is meaningful, relevant to the research problem and 

completed efficiently. A good design ensures that the researcher 

does not get off track and that the study meets its objectives. It helps 

in avoiding unnecessary confusion, saving time, effort, and 

resources. Whether the study is based on a survey, experiment, 

interview, or observation, a well-prepared research design helps in 

organizing all the activities in a logical and scientific manner. 

Concept: The concept of research design is rooted in the idea of 

planned investigation. It is not just about collecting data randomly 

but about doing it in a planned and purposeful way. A proper design 

ensures that each step of the research process is clearly thought out 

and logically connected to the next. It begins with identifying the 

research problem and objectives, and continues through the 

selection of suitable research methods, sample size, tools of data 

collection, and techniques of data analysis. The concept also stresses 

the importance of aligning the research design with the nature of the 

study—whether it is exploratory, descriptive, analytical, or 

experimental. Moreover, it ensures that the study maintains 

objectivity, accuracy, and consistency throughout the process. The 

concept also includes flexibility when needed, especially in cases 

where changes or modifications have to be made during the 
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research. In short, research design is a thoughtful structure that 

ensures the smooth flow of the research process and enhances the 

reliability and usefulness of the findings. 

 

6.3.2: Important Concepts Related to Research Design  

In research design, certain key concepts play a crucial role in 

structuring and conducting a study effectively. Understanding these 

concepts helps a researcher plan, execute, and interpret research 

findings correctly. Below are ten essential concepts explained in 

simple terms: 

1. Dependent and Independent Variables: In any research, variables 

are the factors or characteristics that are studied. The independent 

variable is the one that is changed or controlled by the researcher to 

observe its effect on another variable. The dependent variable, on 

the other hand, is the outcome or result that is measured in the study. 

 Example: In a study on the effect of exercise on weight loss, 

the independent variable is the amount of exercise, and the 

dependent variable is the amount of weight lost. 

The independent variable is considered the "cause," and the 

dependent variable is the "effect." 

2. Extraneous Variable: An extraneous variable is any variable that 

is not of interest in the study but can influence the results if not 

controlled. These variables can interfere with the relationship 

between the independent and dependent variables. 

 Example: In the exercise and weight loss study, factors like 

diet, age, or metabolism could be extraneous variables. If not 

controlled, they may affect the weight loss outcome, making 

it difficult to know if exercise alone caused the change. 
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Researchers try to identify and control extraneous variables to 

ensure accurate results. 

3. Control: Control in research refers to the steps taken by the 

researcher to minimize or eliminate the effect of extraneous 

variables. This helps ensure that the changes in the dependent 

variable are truly due to the independent variable and not some other 

factor. 

 Example: If the researcher ensures that all participants 

follow the same diet while studying the effect of exercise, 

they are controlling the diet variable. 

Control increases the reliability and validity of the research findings. 

4. Confounded Relationship: A confounded relationship occurs 

when the effect of the independent variable on the dependent 

variable is mixed up with the effect of an extraneous variable. This 

makes it difficult to determine the true cause of the observed 

change. 

 Example: If some participants in the exercise group also start 

eating healthier while others don't, it becomes unclear 

whether weight loss is due to exercise or the diet change. 

This results in a confounded relationship. 

Confounding reduces the internal validity of the study, so 

researchers aim to avoid it through careful design. 

5. Research Hypothesis; A research hypothesis is a specific, clear, 

and testable statement or prediction about the expected outcome of 

the study. It reflects the researcher’s assumption about the 

relationship between variables. 

 Example: “Regular exercise for 30 minutes a day leads to 

significant weight loss over four weeks” is a research 

hypothesis. 
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A good hypothesis is based on existing knowledge, is testable, and 

provides direction for the research. 

6. Experimental and Non-Experimental Hypothesis Testing 

Research: Research can be categorized based on how the hypothesis 

is tested: 

 Experimental hypothesis-testing research involves 

manipulation and control. The researcher actively changes 

the independent variable and observes the effect on the 

dependent variable under controlled conditions. 

o Example: Testing whether a new teaching method 

improves students’ scores by applying it to one group 

and comparing with a control group. 

 Non-experimental hypothesis-testing research does not 

involve manipulation. The researcher observes variables as 

they naturally occur and analyzes the relationships. 

o Example: Studying the relationship between income 

and life satisfaction through a survey. 

Experimental research provides stronger evidence for cause-and-

effect relationships, while non-experimental research is more 

suitable when manipulation is not possible. 

7. Experimental and Control Groups: In experimental research, 

participants are often divided into two groups: 

 The experimental group is exposed to the independent 

variable (e.g., receives a new treatment or method). 

 The control group does not receive the treatment and is used 

as a baseline for comparison. 

 Example: In a drug trial, the experimental group receives the 

new drug, while the control group may receive a placebo. 
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Having both groups helps researchers determine whether the 

changes in the experimental group are actually due to the treatment. 

8. Treatments: A treatment refers to the condition or intervention 

applied to the experimental group. It is essentially the independent 

variable in the experiment. 

 Example: In a classroom experiment, the treatment could be 

the use of visual aids during lessons to improve student 

understanding. 

Treatments are carefully planned and applied to test their effects on 

the dependent variable. 

9. Experiment: An experiment is a structured and controlled 

research method where the researcher manipulates one or more 

independent variables to observe their effect on dependent variables. 

It is often used to study cause-and-effect relationships. 

 Key features of an experiment: 

o Controlled environment 

o Random assignment of participants 

o Use of experimental and control groups 

o Application of treatment 

Experiments can be conducted in laboratories (lab experiments) or 

real-world settings (field experiments). They are considered one of 

the most reliable methods of testing hypotheses. 

10. Experimental Unit(s): An experimental unit is the smallest 

division of the study subject to which a treatment is applied 

independently. It could be an individual, a group, a classroom, a 

farm, or even a piece of land—depending on the nature of the study. 

 Example: In a medical trial, each patient receiving a specific 

treatment is an experimental unit. In agricultural research, 
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each plot of land where a specific fertilizer is applied is an 

experimental unit. 

Identifying experimental units helps in accurate data collection and 

analysis, as results are measured at the unit level. 

 

6.3.3: Key questions that research design answers:  

The research design answers several key questions such as: 

 What is the research about? 

This involves identifying the central issue or topic the study 

will focus on. 

 Why is the study being conducted? 

It is important to know the purpose of the research – for 

example, is it to explore, describe, explain, or predict 

something? 

 Where will the study be conducted? 

This refers to the location or setting of the research – it could 

be a city, an organization, a classroom, etc. 

 What type of data is needed? 

The researcher must decide whether the study requires 

qualitative data (such as opinions or experiences) or 

quantitative data (such as numbers or statistics), or both. 

 From where will the data be collected? 

The sources of data could be primary (collected firsthand 

through surveys, interviews, etc.) or secondary (existing 

records, reports, websites, etc.). 
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 What time period will the study cover? 

This means specifying whether the study will focus on 

current, past, or future trends, or span across several months 

or years. 

 What will be the sampling method? 

The researcher has to decide how the participants or units of 

study will be selected – this is known as sample design. 

 What tools or techniques will be used to collect data? 

Common techniques include questionnaires, interviews, 

observations, focus group discussions, etc. 

 How will the data be analysed? 

The design should mention the methods of analysis such as 

statistical techniques, thematic analysis, or content analysis 

depending on the nature of the data. 

 How will the research report be presented? 

Finally, the researcher must plan the style and structure of 

the final report so that the findings are clearly communicated 

to the readers. 

 

6.4: Features and Characteristics of a Good Research Design  

A well-planned research design is like a roadmap for conducting 

any research project. It guides the researcher at every step—right 

from the identification of the problem to the final interpretation and 

reporting of findings. A good research design ensures the study is 

conducted efficiently, ethically, and effectively, helping to generate 

valid and reliable results. Let’s explore the key features and 

characteristics of a good research design in detail. 
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1. Clear Objectives: A good research design begins with clearly 

stated research objectives. These objectives define the purpose of 

the study and help the researcher focus on what exactly needs to be 

discovered or tested. When objectives are clear, it becomes easier to 

decide the type of research design, tools, techniques, and sampling 

methods to be used. 

For example, if the objective is to find out whether a new teaching 

method improves student performance, the design should focus on 

comparing performance outcomes between two groups using 

different teaching methods. 

2. Simplicity and Understandable Structure: One of the most 

important features of a good research design is that it should be 

simple, clear, and well-organized. The structure should be easy to 

follow not only for the researcher but also for other readers such as 

supervisors, evaluators, or fellow researchers. A simple design 

minimizes confusion, reduces errors, and makes implementation 

more manageable. 

A research design is not about complexity but about clarity and 

logical sequencing of steps—defining the problem, setting 

objectives, choosing methods, collecting and analyzing data, and 

drawing conclusions. 

3. Validity: Validity refers to the degree to which a research study 

accurately reflects or assesses the specific concept that the 

researcher is attempting to measure. A good research design ensures 

both internal and external validity. 

 Internal validity ensures that the changes in the dependent 

variable are truly due to the manipulation of the independent 

variable and not some other factors. 

 External validity ensures that the results of the study can be 

generalized beyond the specific conditions of the study. 
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Validity enhances the credibility and usefulness of research 

findings. 

4. Reliability: A reliable research design ensures that the research 

process and outcomes are consistent and repeatable. If the same 

study were to be repeated under similar conditions, the design 

should lead to similar results. This consistency improves the 

trustworthiness of the research and supports future studies or policy 

decisions based on its findings. 

For instance, a survey tool used in the study should give stable and 

consistent results over time and across different populations if the 

same conditions are maintained. 

5. Flexibility (Where required): While research designs should be 

well-structured, they must also allow some degree of flexibility, 

especially in exploratory or qualitative studies. Sometimes, during 

the research process, new insights or challenges may emerge that 

were not anticipated earlier. A good design provides room to make 

necessary adjustments without compromising the study’s integrity 

or purpose. 

Flexibility is particularly important in social science research, where 

human behavior and environmental factors may not always follow 

expected patterns. 

6. Economical Use of Resources: An efficient research design uses 

time, money, personnel, and equipment wisely. It avoids waste and 

duplication of effort. A good design helps to achieve the research 

objectives within the available budget and time frame. This is 

especially important for large-scale research projects or for students 

and scholars working under funding limitations. 

Cost-effectiveness does not mean cutting corners but optimizing the 

use of resources without affecting the quality of research. 
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7. Minimization of Bias: Bias refers to any systematic error that can 

affect the outcomes of research. A good design works to minimize 

bias in every stage—whether in selecting samples, designing 

questionnaires, collecting responses, or interpreting data. Bias can 

arise from the researcher, the respondents, or even the instruments 

used. 

Techniques such as random sampling, blinding, and using neutral 

language in questionnaires help in reducing bias and increasing the 

objectivity of research findings. 

8. Appropriate Sampling Technique: Choosing the right sampling 

method is a crucial part of any good research design. A sample must 

accurately represent the larger population to ensure that the findings 

can be generalized. The choice of sampling technique—random, 

stratified, purposive, or convenience—depends on the objectives of 

the study and the nature of the population. 

A good research design clearly defines the population, the size of 

the sample, and the method of selection, ensuring that the sample is 

neither too large nor too small for the intended purpose. 

9. Suitable Methods of Data Collection: A good research design 

ensures that the most appropriate and effective data collection 

methods are used, depending on the nature of the study. It also 

ensures that the instruments (such as surveys, interviews, 

experiments) are well-constructed, pre-tested, and suited to the 

target audience. 

The choice between primary data (collected directly through surveys 

or experiments) and secondary data (collected from published 

sources) is also guided by the research design. 
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10. Logical Flow and Sequence: A strong research design follows a 

logical and chronological flow from one stage to the next. Every 

part of the study—problem formulation, literature review, 

hypothesis setting, data collection, analysis, and reporting—is 

systematically linked to the next. This logical flow helps in 

maintaining focus and avoids duplication or gaps in the research 

process. 

Researchers and readers both benefit from a coherent structure that 

makes it easier to understand and assess the study. 

11. Ethical Considerations: Ethics are a vital part of any research 

design. A good design ensures that the study respects participants’ 

rights, privacy, and dignity. It includes steps like informed consent, 

confidentiality of data, and voluntary participation. Ethical clearance 

from institutional review boards (IRBs) may be required, especially 

for research involving humans. 

A well-designed ethical framework not only protects participants 

but also strengthens the credibility of the research. 

12. Clear Method of Data Analysis: A good design outlines in 

advance how the data will be analyzed. Whether using quantitative 

methods like statistical analysis or qualitative methods like thematic 

coding, the tools and procedures should be clearly specified. This 

ensures that data collection aligns with the planned analysis, leading 

to meaningful results. 

Planning the analysis in advance also helps avoid collecting 

irrelevant or excessive data that may not be useful later. 

13. Practical Feasibility: A research design must be realistic and 

feasible. It should be designed considering the researcher’s skills, 

resources, timeline, and access to data or participants. A design that 

is too ambitious may become difficult to execute, leading to 

incomplete or flawed studies. 
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Feasibility also includes technical, operational, and administrative 

aspects of the study, such as location, duration, and permissions. 

14. Scope for Generalization: For a research study to be valuable, its 

findings should ideally apply beyond the immediate context of the 

study. A good research design supports generalizability by ensuring 

that the sample is representative and the methodology is sound. 

However, in some qualitative or case-based research, the design 

may focus more on depth than breadth, and generalization may not 

be the main goal. 

Still, a good design clearly defines the boundaries and scope of 

generalization possible from the findings. 

15. Replicability and Transparency: Finally, a well-crafted research 

design allows for replication by other researchers. This means the 

steps, procedures, tools, and analysis are so clearly defined that 

others can repeat the study under similar conditions. Replicability 

increases transparency and scientific value and contributes to 

building a solid body of knowledge. 

A transparent and well-documented design ensures that research is 

not only useful once but becomes part of a larger scholarly 

conversation. 

                                    Check Your Progress   
1. What is a research design? 
2. Define independent and dependent variables. 
3. What is an extraneous variable? 
4. What do you mean by ‘control’ in a research study? 
5. What is a confounded relationship? 
6. Define research hypothesis. 
7. What is the difference between experimental and control 

groups? 
8. Mention two characteristics of a good research design. 
9. What is meant by 'experimental unit'? 
10. Why is generalizability important in a research design? 
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6.5: Summing Up 

Research design refers to the overall plan or blueprint for 

conducting a research study. It includes decisions about what data is 

needed, how it will be collected, from where, when, and how it will 

be analyzed. The meaning of research design lies in its role as a 

guide that helps researchers move from identifying a problem to 

finding answers. The concept of research design involves setting up 

a structure that ensures the study is logical, organized, cost-

effective, and purposeful. In other words, it helps researchers stay 

on the right path, use resources wisely, and produce reliable and 

valid results. 

Understanding research design also involves learning about key 

concepts like independent and dependent variables, extraneous 

variables, research hypotheses, control and experimental groups, 

treatments, and experimental units. These concepts help explain 

how different elements in research interact with each other. 

Additionally, a good research design must answer some important 

questions, such as: What is the study about? Why is it being done? 

Where and when will it be conducted? What data is needed and how 

will it be collected and analyzed? A good design has clear 

objectives, is simple to follow, minimizes bias, ensures validity and 

reliability, and is ethically sound. It also uses time and resources 

efficiently and allows for replication and generalization of results. 

All these features help researchers conduct a well-structured and 

meaningful study that adds value to knowledge and practice. 

 

6.6:  Model Questions 

1. Define research design. Explain its meaning and concept 

with suitable examples. 
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2. Discuss the important concepts associated with research 

design, such as variables, control, hypothesis, and 

experimental units. 

3. Explain the key questions that a good research design must 

answer. Why are these questions important in research 

planning? 

4. What are the main features and characteristics of a good 

research design? Explain each in detail. 

5. Differentiate between experimental and non-experimental 

research designs with suitable illustrations. 

6. Discuss the importance of validity and reliability in a 

research design. How can a researcher ensure both? 

7. Explain the role of sampling and data collection methods in 

designing effective research. 

8. What is the significance of controlling extraneous variables 

in research? How can a researcher manage them? 

9. Describe the relationship between the research problem and 

the research design. Why is alignment between the two 

essential? 

10. What are the ethical considerations in research design? How 

do they affect the credibility of a study? 
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Unit-7 
Formulation of Research Design 

 

Unit Structure: 
7.1: Introduction 

7.2: Objectives 

7.3: Formulation of research design 

7.3.1: Objectives of Formulating a Research Design 

7.3.2: Steps in formulation of Research Design 

7.4: Classification of research designs: 

7.4.1: Research design in case of exploratory research  

7.4.2: Research design in case of descriptive research  

7.4.3: Research design in case of diagnostic research  

7.4.4: Research design in case of hypothesis testing  

7.5: Summing Up 

7.6: Model Questions  

7.7: References and Suggested Reading 

 

7.1: Introduction  

Formulating a research design is an essential step in the research 

process. It serves as a blueprint or plan that outlines how a research 

study will be conducted. A well-prepared research design ensures 

that the researcher collects relevant data, uses appropriate methods, 

and answers the research questions effectively. It provides clarity on 

what needs to be done, how it should be done, and what type of data 

is required. The research design helps avoid unnecessary confusion 

and wastage of resources, thus making the research process more 

efficient and focused. 

Research designs can be broadly classified into several types based 

on the nature and purpose of the study. These include exploratory, 

descriptive, diagnostic, and hypothesis testing designs. Exploratory 
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research design is used when the researcher has little knowledge 

about the problem and wants to explore new ideas or gain insights. 

Descriptive research design is applied when the aim is to describe 

the characteristics or behavior of a particular group or situation. 

Diagnostic research design helps in identifying the cause of a 

problem and finding possible solutions. On the other hand, 

hypothesis testing research design is used when the objective is to 

test a specific hypothesis and examine relationships between 

variables. Each type of research design has its own purpose, 

methods, and approach, and choosing the right one depends on the 

goals of the study. 

 

7.2: Objectives 

After going through this unit, you will be able to: 

 understand the meaning and concept of research design, 

 explain research design in case of exploratory and 

descriptive research, 

 discuss research design in case of diagnostic and hypothesis 

research. 

 

7.3: Formulation of Research Design  

Formulation of research design refers to the process of planning and 

structuring a research study in a way that ensures the collection of 

relevant, reliable, and valid data to effectively address the research 

problem 

 

7.3.1: Objectives of Formulating a Research Design 

Formulating a research design is a crucial part of the research 

process. It acts as a plan that guides the researcher in collecting, 

analyzing, and interpreting data. A well-designed research plan 
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helps ensure that the study is meaningful, systematic, and results in 

useful findings. The main objectives of formulating a research 

design are explained below: 

1. To Provide a Clear Direction and Structure for the Research 

Process: One of the main objectives of formulating a research 

design is to provide a clear path to follow throughout the study. Just 

like a blueprint helps an engineer construct a building, a research 

design helps the researcher stay focused on what needs to be done. It 

outlines the steps to be followed, such as defining the problem, 

collecting data, and analyzing results. With a clear design, the 

researcher avoids confusion and stays on track from the beginning 

to the end of the research work. 

2. To Ensure the Study is conducted efficiently and effectively: 

Research requires time, money, and effort. If the research is not 

planned properly, it may lead to wastage of these valuable 

resources. A good research design helps the researcher use time and 

resources wisely. It provides clarity on what data is needed, where 

to find it, and how to collect it. This makes the research process 

smooth, organized, and less time-consuming. As a result, the study 

becomes more efficient and can be completed within the planned 

schedule and budget. 

3. To Help in Selecting the Appropriate Research Methods and 

Techniques: There are different methods available for conducting 

research, such as surveys, interviews, experiments, and case studies. 

Each method has its own advantages and is suitable for specific 

types of research. A well-planned research design helps the 

researcher choose the most suitable method for the study. It also 

guides in selecting proper tools and techniques for data collection 

and analysis. This ensures that the methods used match the research 

problem and objectives, which leads to better quality outcomes. 
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4. To Reduce Bias and Improve the Reliability and Validity of the 

Research Results:  Bias in research means a situation where the 

results are influenced by personal opinions or incorrect procedures. 

This can make the findings inaccurate. A strong research design 

helps to minimize such biases by clearly defining the steps and 

methods in advance. It also improves the reliability (consistency of 

results when repeated) and validity (accuracy in measuring what is 

intended to be measured) of the study. In this way, the research 

becomes more trustworthy and the conclusions drawn are more 

dependable. 

5. To ensure that the Data collected is Relevant to the Research 

Objectives: Another important goal of research design is to make 

sure that only necessary and useful data is collected. Without a clear 

plan, researchers may gather too much or irrelevant data, which can 

lead to confusion. A good design helps the researcher focus only on 

collecting the data that directly supports the research questions or 

objectives. This makes the analysis simpler and the findings more 

meaningful. 

 

7.3.2: Steps in formulation of Research Design   

A research design is a blueprint or plan that guides the researcher in 

collecting, measuring, and analyzing data. It helps in organizing the 

research in a logical and structured manner. Formulating a good 

research design is crucial because it ensures that the research is 

conducted effectively and efficiently. Below are the key steps 

involved in formulating a research design: 

1. Define the Research Problem Clearly: The first step in 

formulating a research design is to clearly define the research 

problem. This means identifying the issue or question that needs to 

be studied. A well-defined problem acts as a foundation for the 
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entire research process. If the research problem is not clear, the rest 

of the steps will also go in the wrong direction. The researcher 

should ask: What exactly am I trying to find out? For example, if 

someone wants to study the impact of online learning on student 

performance, they must clearly specify what kind of online learning 

and which group of students they are focusing on. 

2. Review of Literature: After identifying the problem, the next step 

is to review the existing literature related to the topic. This involves 

reading books, journals, articles, and other research works to 

understand what has already been studied. The literature review 

helps in identifying gaps in existing knowledge and avoiding 

duplication of work. It also provides useful insights and ideas for 

designing the research. For instance, if previous studies have only 

focused on school students, the researcher can choose to study 

college students. 

3. Set Research Objectives or Questions: The third step is to set 

clear research objectives or questions. These objectives describe 

what the researcher wants to achieve through the study. A research 

without clear objectives can become directionless. The objectives 

should be specific, measurable, and relevant to the research 

problem. For example, an objective could be to study the 

relationship between the time spent on social media and academic 

performance of college students in a particular region. 

4. Choose the Type of Research: Next, the researcher must choose 

the type of research that suits the purpose of the study. The research 

could be exploratory, descriptive, analytical, or experimental 

depending on the nature of the problem. Exploratory research is 

used when the problem is new and not well understood. Descriptive 

research helps in describing characteristics or facts. Analytical 

research is used to find relationships between variables, and 
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experimental research is conducted to test cause-and-effect 

relationships. 

5. Decide on the Research Methodology: Once the type of research 

is selected, the researcher must decide on the research methodology. 

This includes choosing whether the study will use qualitative or 

quantitative methods, how the data will be collected, and how it will 

be analyzed. The methodology also includes the tools and 

techniques that will be used for collecting data. A quantitative study 

may use surveys and statistical tools, while a qualitative study may 

use interviews and content analysis. 

6. Determine the Population and Sample: The next step is to identify 

the population and select a sample. The population is the entire 

group that the researcher wants to study, but studying the whole 

population is often not possible. So, a smaller group or sample is 

selected that represents the population. The sample should be 

chosen carefully using appropriate sampling techniques. A good 

sample ensures that the findings of the research can be generalized 

to the larger population. 

7. Decide on Tools for Data Collection: After selecting the sample, 

the researcher needs to decide on the tools for data collection. These 

tools can include questionnaires, interview schedules, observation 

checklists, or online survey forms. The choice of tools depends on 

the nature of the research and the type of data required. The tools 

should be simple, clear, and able to gather accurate information 

from the respondents. 

8. Plan for Data Analysis: Once the data collection tools are ready, 

the researcher must plan how to analyze the data. This involves 

choosing the right techniques and software to process and interpret 

the collected data. The data analysis plan should match the research 

objectives and should help in drawing valid conclusions. For 
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example, a study that wants to find relationships between variables 

may use correlation or regression analysis. 

9. Consider Ethical Issues: Another important step in research 

design is to consider ethical issues. Research should always be 

conducted ethically. The researcher must take consent from 

participants, respect their privacy, and ensure confidentiality of their 

responses. Participants should be informed about the purpose of the 

study and how their data will be used. Ethical research helps in 

building trust and credibility. 

10. Prepare a Timeline and Budget: The researcher should also 

prepare a timeline and estimate a budget for the research. A timeline 

helps in managing different stages of the research such as literature 

review, data collection, analysis, and report writing. A budget helps 

in estimating the costs involved, such as printing, travel, software, 

or hiring assistants. Proper planning of time and money ensures 

smooth progress of the research. 

11. Pilot Study: Sometimes, it is useful to conduct a pilot study 

before the actual research. A pilot study is a small test of the 

research design and tools. It helps in identifying any problems or 

mistakes in the questionnaire or research plan. The researcher can 

make necessary changes based on the feedback received from the 

pilot study. Though optional, a pilot study is often helpful in 

improving the quality of the research. 

12. Finalize the Research Design: Finally, the researcher should 

summarize and finalize the research design. This means putting 

together all the important elements of the research plan such as the 

problem statement, objectives, methodology, sampling, tools, ethical 

considerations, and analysis plan. The finalized research design 

serves as a guide for conducting the research in a systematic and 

scientific manner. 
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Check Your Progress 

1. What is a research design? 

2. Mention any two objectives of research design. 

3. Write any two steps involved in research design formulation. 

4. Define exploratory research design. 

 

7.4: Classification of Research Designs 

Research designs can be classified based on the purpose and nature 

of the study. The main types of research designs include 

exploratory, descriptive, diagnostic, and experimental research 

designs. Each type serves a different purpose and is chosen 

depending on the research problem, objectives, and available 

resources. Among these, exploratory research design is commonly 

used when the researcher has little or no prior knowledge about the 

problem. 

 

7.4.1: Research Design in case of Exploratory Research: 

 Exploratory research design is used when the researcher wants to 

explore an issue or a problem that is not clearly defined. It helps in 

gaining a deeper understanding of the topic, generating new ideas, 

and identifying key variables that may be studied later in more 

detail. This type of research is flexible, open-ended, and often the 

first step in the research process. 

Exploratory research is usually conducted when the researcher is 

unsure about the exact nature of the problem. For example, if a 

company is facing a sudden drop in sales, but the reason is not clear, 

the researcher may conduct an exploratory study to find out the 

possible causes. The main aim is not to find final answers but to 

explore the possibilities and set the direction for future research. 
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This type of research is generally qualitative in nature. It focuses 

more on understanding the opinions, motivations, and behavior of 

people rather than measuring things in numbers. It helps in forming 

hypotheses or research questions that can be tested later in 

descriptive or experimental research. 

There are several methods used in exploratory research design: 

1. Literature Review: One of the most common methods in 

exploratory research is reviewing existing literature. This involves 

studying books, articles, reports, and previous research studies 

related to the topic. A literature review helps the researcher 

understand what has already been studied, identify gaps in 

knowledge, and get new ideas for further research. 

2. Expert Interviews: Another useful method is interviewing 

experts or experienced individuals in the field. These interviews can 

provide valuable insights and real-world perspectives. For instance, 

a researcher studying the challenges of rural banking may talk to 

bank managers, policy makers, and rural customers to gather useful 

information. 

3. Focus Group Discussions: This method involves bringing 

together a small group of people to discuss a particular topic. The 

researcher acts as a moderator and encourages open discussion 

among the participants. Focus group discussions help in 

understanding people’s attitudes, beliefs, and reactions to a topic. 

4. Case Studies: Case study is a detailed investigation of a single 

unit or a few units such as a person, company, or event. It provides 

in-depth information and helps in exploring complex issues in real-

life situations. For example, a case study on how a particular NGO 

works in a rural area can provide rich insights for future research. 

5. Observation: Sometimes researchers simply observe the 

behavior or situation without getting involved. This can be very 
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useful in understanding natural behavior, especially when people are 

not influenced by the presence of the researcher. 

In exploratory research, the findings are not usually generalized to 

the whole population. Instead, they are used to understand the 

problem better and design further studies. Since it is flexible and 

informal, the researcher can make changes to the design as new 

information comes in. 

 

7.4.2: Research design in case of Descriptive Research:  

Descriptive research design is used when the researcher wants to 

describe the characteristics of a group, situation, or phenomenon. 

The main purpose of descriptive research is to give a clear picture of 

what is happening, how it is happening, and who is involved. It 

helps in answering questions like who, what, when, where, and how, 

but it does not focus on the "why" part. 

This type of research is more structured and formal compared to 

exploratory research. It is mostly used when the researcher already 

has some understanding of the problem and now wants to study it in 

a more detailed and measurable way. For example, if a company 

wants to know about customer satisfaction with its product, 

descriptive research can help in understanding customer opinions, 

preferences, and usage patterns. 

Descriptive research is generally quantitative in nature. It involves 

the collection of data in numerical form and its analysis using 

statistical tools. This helps in drawing conclusions and making 

comparisons. 

Here are the main features and methods used in descriptive research 

design: 
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1. Clear Research Objectives: In descriptive research, the researcher 

sets specific and clear objectives before starting the study. These 

objectives help in knowing exactly what needs to be studied. For 

example, a research objective could be to measure the level of job 

satisfaction among employees of a certain company. 

2. Well-Defined Population and Sample: Descriptive research 

requires a clearly defined population from which a sample is 

selected. The sample should be representative so that the findings 

can be generalized to the larger population. Sampling techniques 

like random sampling, stratified sampling, or systematic sampling 

are commonly used. 

3. Standardized Data Collection Methods: Data is collected using 

standardized tools like questionnaires, structured interviews, and 

surveys. These tools ensure that the same type of information is 

collected from all respondents. This helps in comparing and 

analyzing the data easily. 

4. Use of Statistical Techniques: After collecting the data, statistical 

tools such as averages, percentages, frequencies, and graphs are 

used to analyze the data. This helps in presenting the results in a 

simple and understandable manner. Advanced techniques like 

correlation or cross-tabulation can also be used if required. 

5. Limited Scope for Causality: Descriptive research can tell what is 

happening but not why it is happening. For example, if the study 

finds that younger employees are less satisfied with their jobs, it can 

show the trend but cannot explain the exact reasons behind it. 

6. Time-Bound and Cost-Effective: Descriptive studies are often 

completed within a limited time and are cost-effective compared to 

experimental research. Since they use structured tools and often 

involve surveys, the data can be collected and analyzed quickly. 

 



133 
 

7.4.3: Research Design in Case of Diagnostic Research:  

Diagnostic research design is used when the researcher wants to 

understand the cause of a problem and find possible solutions. It 

goes a step further than descriptive research. While descriptive 

research tells us what is happening, diagnostic research helps to 

explain why it is happening. This type of research is very useful 

when an organization or individual is facing an issue and wants to 

investigate the reasons behind it. 

The main goal of diagnostic research is to identify the underlying 

causes of a situation and suggest remedies or solutions. For 

example, if a company is experiencing a sudden decline in employee 

productivity, diagnostic research can help find out the reasons—

such as low motivation, poor management, or lack of training—and 

suggest what actions can be taken to improve the situation. 

Here are some key features and steps involved in diagnostic 

research design: 

1. Problem Identification: The first step in diagnostic research is to 

clearly define the problem. Without understanding the actual issue, 

it is difficult to investigate the causes. The problem should be 

specific and researchable. For example, instead of a general 

statement like “employees are unhappy,” a more specific problem 

would be “high employee turnover in the sales department during 

the last six months.” 

2. Hypothesis Formulation: A hypothesis is a possible explanation 

or assumption about the cause of the problem. In diagnostic 

research, the researcher develops hypotheses to test whether they are 

true or false. For instance, a hypothesis could be “Employees are 

leaving the job due to lack of career growth opportunities.” 

3. Data Collection: To test the hypothesis, relevant data is collected 

from appropriate sources. Data can be collected through surveys, 
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interviews, questionnaires, focus group discussions, or even by 

observing the situation. In many cases, both quantitative and 

qualitative data are used to understand the problem more deeply. 

4. Data Analysis: Once the data is collected, it is analyzed using 

statistical or logical methods. The analysis helps in testing the 

hypothesis and identifying the real reasons behind the problem. For 

example, if data shows that 80% of employees left the job because 

of poor management support, it confirms the hypothesis. 

5. Solution and Recommendation: After identifying the causes, the 

next step is to suggest solutions. The researcher may recommend 

actions such as improving communication, providing employee 

training, or offering better incentives. These suggestions help in 

solving the problem and preventing it from occurring again in the 

future. 

6. Follow-Up Study: Sometimes, after implementing the suggested 

changes, a follow-up study is conducted to see whether the problem 

has been solved or if further action is needed. This step ensures the 

effectiveness of the solution. 

Diagnostic research design is very useful for organizations, 

policymakers, and researchers who want to get to the root of a 

problem and take corrective action. It helps in making informed 

decisions by understanding both the symptoms and causes of a 

situation. With its structured approach—from problem identification 

to solution—it plays a vital role in solving real-world issues. 

 

7.4.4: Research Design in Case of Hypothesis Testing:  

Hypothesis testing research design is used when the main aim of the 

study is to test a hypothesis and prove or disprove it using data. A 

hypothesis is a statement or assumption made by the researcher 
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about a relationship between two or more variables. Hypothesis 

testing helps to check whether the assumption is true or false based 

on evidence collected through research. 

This type of research design is structured, formal, and mostly 

quantitative in nature. It is used when the researcher has already 

studied the topic and now wants to check specific claims or 

relationships using a scientific approach. For example, a hypothesis 

might be: “Higher education levels lead to higher income.” The 

researcher then collects data and applies statistical methods to test if 

this assumption holds true. 

Here are the key steps and features involved in hypothesis testing 

research design: 

1. Formulating the Hypothesis: The first step is to clearly state the 

hypothesis. There are usually two types of hypotheses: 

 Null Hypothesis (H₀): This assumes that there is no 

relationship or no effect. 

 Alternative Hypothesis (H₁): This assumes that there is a 

relationship or an effect. 

For example: 

 H₀: There is no difference in exam scores between students 

who study in groups and those who study alone. 

 H₁: Students who study in groups score higher than those 

who study alone. 

2. Selecting the Research Design and Method:   The researcher 

selects the right research method to collect data. This could involve 

experiments, surveys, tests, or observational studies. The design 

ensures that the data collected is relevant to the hypothesis being 

tested. 
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3. Choosing a Sample: Since it is not possible to study the entire 

population, a representative sample is selected using methods like 

random sampling or stratified sampling. The size and selection of 

the sample are important to ensure that the results are reliable. 

4. Data Collection: Data is collected using structured tools such as 

questionnaires, standardized tests, or interviews. The data must be 

accurate, consistent, and relevant to the variables involved in the 

hypothesis. 

5. Data Analysis and Statistical Testing: Once the data is collected, 

the researcher applies statistical techniques like the t-test, chi-square 

test, ANOVA, or regression analysis to test the hypothesis. These 

tools help determine whether the observed results are statistically 

significant or occurred by chance. 

6. Interpretation of Results:  Based on the statistical analysis, the 

researcher either accepts or rejects the null hypothesis. If the null 

hypothesis is rejected, it means that there is enough evidence to 

support the alternative hypothesis. If it is not rejected, it means that 

the evidence is not strong enough to support a change. 

7. Drawing Conclusions and Making Recommendations: Finally, the 

researcher draws conclusions from the study and may give 

suggestions or recommendations for policy-making, practice, or 

further research based on the results. 

 

Check Your Progress 

1. What is the main goal of descriptive research? 
2. Give one characteristic of diagnostic research. 
3. Define hypothesis testing. 
4. Why is research design important in hypothesis testing? 
5. Name any two tools used in data collection. 
6. What is the difference between flexible and structured 

research design? 
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7.5: Summing Up 

A research design is a detailed blueprint for conducting a research 

study. It provides a structured plan to collect, measure, and analyze 

data, ensuring the research problem is addressed effectively. The 

main objectives of formulating a research design are to ensure the 

study is conducted efficiently, uses resources wisely, and produces 

reliable and valid results. A well-prepared research design helps 

researchers define their objectives clearly, choose the right methods, 

and avoid bias or errors in data collection and analysis. 

The process of formulating a research design involves several key 

steps: identifying the research problem, reviewing literature, setting 

objectives, selecting the research method, defining the sample, 

choosing tools for data collection, and preparing a data analysis 

plan. Based on the nature of the study, research designs can be 

classified into different types. In exploratory research, the design is 

flexible and unstructured to discover insights or generate new ideas. 

Descriptive research focuses on describing characteristics or 

functions of a phenomenon with the help of surveys or observational 

methods. Diagnostic research aims at identifying causes or reasons 

behind a particular issue. Lastly, hypothesis testing research design 

is used to test assumptions or theories using statistical tools and 

structured methods. Each type plays a vital role depending on the 

purpose of the research. 

 

7.6: Model Questions:  

1. Explain the concept and importance of research design in a 

research process. 

2. What are the major objectives of formulating a research 

design? 

3. Describe the key steps involved in the formulation of a 

research design. 
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4. Differentiate between exploratory and descriptive research 

designs. 

5. Explain the features and structure of a diagnostic research 

design. 

6. How is hypothesis testing research design structured? 

7. Discuss the advantages of a well-formulated research design. 

8. Explain the role of research objectives in determining the 

research design. 

9. How does research design influence the quality of research 

outcomes? 

10. Compare and contrast different types of research designs. 
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Unit-8 
Research Design in Social Research 
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8.3.4: Merits and Demerits 

8.4: Case Study Design 
8.4.1: Definition and Core Principles 

8.4.2: Types of Case Studies 
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8.5: Longitudinal Research Design 
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8.6.2 Applicability in Social Research: 
8.6.3 Benefits and Drawbacks:  

8.7: Summing Up 
8.8: Model Questions 
8.9: References and Suggested Readings 
 

8.1: Introduction 

In social research, a research design is like a blueprint or plan that 

guides how a study will be carried out. It helps the researcher decide 
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what data to collect, how to collect it, and how to analyze it. Just as 

an architect prepares a plan before building a house, a researcher 

prepares a research design before starting a study. It ensures that the 

research is carried out in a logical, efficient, and systematic way. A 

good research design helps to answer the research questions 

accurately and reduces chances of errors or confusion during the 

process. 

Choosing an appropriate design is very important in social science 

research because social issues often involve complex human 

behavior, values, beliefs, and interactions. A suitable design helps to 

collect relevant data and ensures that the findings are meaningful 

and reliable. It also helps in deciding whether the research will be 

qualitative, quantitative, or a mix of both. Moreover, the right 

design improves the validity of results and helps others understand 

and trust the conclusions of the study. 

There are different types of research designs used in social research 

based on the purpose of the study. Experimental designs are used 

when the researcher wants to study cause-and-effect relationships 

under controlled conditions. Case study designs focus on an in-

depth study of a single unit such as a person, group, or community. 

Longitudinal designs study the same group over a period of time to 

observe changes and developments. In contrast, cross-sectional 

designs collect data at one point in time to understand the current 

situation or compare different groups. Each design has its own 

strengths and is used depending on the nature of the research 

problem. 

 

8.2: Objectives:  

After going through this unit, you shall be able to-  

 know the various research design in social research, 
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 understand concept and applicability of Experimental Research 

Design, 

 understand the core principle and applicability of Case Study 

design, 

 discuss the types and applicability of Longitudinal Research 

Design, 

 explain the applicability, merits and demerits of Cross-Sectional 

Research Design, 

 

8.3: Experimental Research Design 

8.3.1 Meaning and Characteristics:  

Experimental research is a method used by researchers to study 

cause-and-effect relationships between variables. In simple terms, it 

means checking how one thing (called the independent variable) 

affects another thing (called the dependent variable). For example, a 

researcher may want to know if teaching with videos (independent 

variable) improves student performance (dependent variable). In this 

design, the researcher changes one factor and observes what 

happens to the other. 

Key Features:  Following are the key features of Experimental 

Research Design 

1. Manipulation – This means the researcher changes or 

introduces something to see how it affects the results. For 

example, changing teaching methods in two classrooms. 

2. Control – The researcher tries to control other factors so that 

they do not affect the results. This is done by creating two 

groups – an experimental group (which receives the change) 

and a control group (which does not). 
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3. Randomization – Participants are randomly placed into 

groups to avoid bias. This ensures that the groups are similar 

before the experiment begins. 

 

8.3.2: Types of Experimental Designs:  

There are mainly three types of experimental designs used in social 

research: 

1. Pre-experimental Design: This is the simplest form of 

experimental design. It often involves only one group and there is 

no comparison with a control group. For example, a teacher gives a 

new teaching method to students and checks their performance after 

one month. But since there is no second group to compare, the result 

may not be very strong. These designs are useful for pilot studies 

but not very reliable for drawing strong conclusions. 

2. True Experimental Design: In this type, both control and 

experimental groups are used, and participants are assigned 

randomly. It follows all the main principles – manipulation, control, 

and randomization. This is the most reliable type of experimental 

research. For example, students are randomly divided into two 

groups – one taught with videos (experimental group) and the other 

with textbooks (control group). Their performance is then 

compared. This design gives strong evidence of cause and effect. 

3. Quasi-Experimental Design: This type is similar to true 

experimental design but without random assignment. Groups are 

selected based on existing characteristics. For example, comparing 

two different schools where one uses online learning and the other 

uses traditional learning. Though there is no random selection, the 

researcher still compares the outcomes. This design is used when 

randomization is not possible due to practical or ethical reasons. 
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8.3.3: Application in Social Research:  

Experimental research is widely used in social science fields such as 

sociology, psychology, and education to study how people behave, 

learn, or react to changes in their environment. 

 In sociology, experiments help study social behavior like 

group influence, discrimination, or conformity. For example, 

researchers may test if people behave differently when 

watched versus when alone. 

 In psychology, experimental designs are used to study 

memory, learning, emotions, or problem-solving. For 

example, how sleep affects memory or how stress affects 

decision-making. 

 In education, researchers use experiments to test teaching 

methods, learning strategies, or the use of technology. For 

instance, comparing traditional classroom teaching with 

smart classroom learning. 

 

8.3.4: Merits and Demerits:  

The following points highlight the merits of Experimental Research 

Design 

1. Establishes Cause-and-Effect Relationship:   Because the 

researcher controls the situation and changes only one 

variable, experimental design helps to find out what exactly 

causes a change. For example, it can prove that a new 

teaching method improves learning. 

2. High Level of Control: Experimental research is very 

organized. Researchers can control many outside factors, 

which helps in getting accurate results. 
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3. Replicability: These experiments can be repeated by others 

to check if they get the same results, which makes the 

findings more trustworthy. 

4. Helps in Testing Hypotheses:  Researchers can test their 

ideas or theories in a practical way and gather real data to 

support or reject them. 

The following points highlight the demerits of Experimental 

Research Design 

1. Ethical Issues: Sometimes experiments may not be ethical. 

For example, it may not be right to deny students a helpful 

teaching method just to test a theory. In psychological 

experiments, emotional harm is also a concern. 

2. Artificial Setting: Since many experiments are done in 

controlled settings (like labs), the results may not reflect 

real-life behavior. People may act differently in an 

experiment than they would in their daily life. 

3. Difficult in Social Settings: It is not always possible to 

randomly assign people or control all factors in social 

science. Human behavior is complex, and not everything can 

be measured or controlled. 

4. Expensive and Time-Consuming: True experiments can 

require a lot of planning, resources, and time to carry out 

properly. 

 

8.4: Case Study Design:    

8.4.1: Definition and Core Principles:  

A case study is a type of research design where a researcher studies 

a single person, group, organization, event, or situation in great 

detail. It is like taking a close-up photo of something to see it clearly 
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and deeply. In a case study, the goal is not to study a large number 

of people but to understand one or a few cases very deeply. Case 

studies are widely used in social research to explore complex issues 

in real-life settings. They allow researchers to observe, ask 

questions, collect data from different sources, and understand a case 

in its full context. 

Focus on Depth over Breadth: Unlike surveys that gather data from 

many people but only touch the surface, case studies focus on fewer 

subjects but go into much more detail. For example, instead of 

studying 100 schools with a short questionnaire, a case study might 

closely observe and study just one school—its teachers, students, 

teaching methods, culture, and problems. This gives rich, deep 

insights that other methods might miss. 

 

8.4.2: Types of Case Studies:  

There are different types of case studies based on the purpose and 

the number of cases involved. 

1. Single Case vs. Multiple Case Studies: 

 Single Case Study: This involves studying just one case in 

depth. It is useful when the case is unique, special, or can 

reveal something important. For example, studying a village 

that successfully became self-sufficient using solar power. 

 Multiple Case Study: This involves studying two or more 

cases to compare and understand similarities and differences. 

For example, studying three schools in different areas to see 

how each deals with student dropouts. 

2. Based on Purpose: 

 Intrinsic Case Study:   Here, the researcher studies the case 

just because it is interesting or unusual. The goal is not to 
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build a theory or apply the findings elsewhere. For example, 

a researcher may study a student with a unique learning 

ability just to understand their experience. 

 Instrumental Case Study: This is done to understand 

something beyond the case itself. The case helps in 

understanding a bigger question. For example, studying one 

school to understand the effects of online education in rural 

areas. 

 Collective Case Study:  This is like an instrumental case 

study but involves multiple cases studied together to 

understand a common issue. For example, studying five 

different NGOs to learn how they solve unemployment 

problems in different communities. 

 

8.4.3: Use in Social Research:  

Case study designs are very popular in social sciences like 

sociology, psychology, anthropology, education, and political 

science. They are ideal for studying: 

 Individuals – such as a student with special needs, a teacher 

using unique teaching methods, or a leader of a social 

movement. 

 Communities – like a village dealing with floods, or a 

neighborhood improving sanitation. 

 Events – such as a protest, natural disaster, or social reform. 

 Organizations – like an NGO, school, or government 

program. 

Examples from Real-World Case Research: 

 The Amul Dairy Cooperative Case – Studying how this 

farmer-led movement in Gujarat empowered rural 

communities and transformed India’s dairy industry. 
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 Bhopal Gas Tragedy Case – A case study on the social and 

health impacts of the 1984 gas leak tragedy on the local 

population. 

 Case study on Mid-Day Meal Scheme in schools – 

Understanding how providing free meals has impacted 

attendance and health of children in rural India. 

 

8.4.4: Advantages and Disadvantages 

Advantages: The various advantages of case study research are:  

1. In-depth Understanding: Case studies provide very detailed 

and rich data. They help in understanding the background, 

behavior, motivation, and experiences of people or groups. 

2. Real-Life Context:  Because case studies are often done in 

real settings (like schools, villages, homes), they reflect real-

life situations, making the findings very meaningful. 

3. Flexible Method: Researchers can use many tools—

interviews, focus groups, observations, documents, etc.—to 

collect data. This flexibility helps in capturing a complete 

picture. 

4. Good for Exploring New Areas: Case studies are useful 

when the topic is new or not much is known about it. They 

help in generating ideas and building theories. 

Disadvantages: The various disadvantages of case study research 

are: 

1. Limited Generalization: Since case studies focus on one or a 

few cases, the findings may not apply to everyone. What 

works in one village may not work in another. 
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2. Time-Consuming:  Doing a detailed case study takes a lot of 

time and effort. It may take weeks or even months to collect 

and analyze all the information. 

3. Risk of Bias: Because the researcher is closely involved in 

the case, there is a chance of personal bias affecting the 

study. They may form opinions based on emotions or 

relationships. 

4. Difficult to Repeat: Each case is unique, so it is hard to 

repeat the study and get the same results. This makes it 

difficult to test the reliability of the findings. 

Check Your Progress 

1. What is experimental research design? 
2. Name any two key characteristics of experimental 

research. 
3. Mention one type of experimental design. 
4. What is the main purpose of using experimental design 

in social research? 
5. State one merit and one demerit of experimental 

research. 
6. What is a case study design? 
7. List any one core principle of case study research. 
8. Name any one type of case study. 
9. Give one example of how case study design is used in 

social research. 
10. Mention one advantage and one disadvantage of the case 

study method. 
 

8.5: Longitudinal Research Design 

8.5.1: Meaning and Purpose:  

A longitudinal research design is a type of study where the 

researcher collects data from the same subjects or groups repeatedly 

over a period of time. This could be months, years, or even decades. 

The main idea is to see how things change or develop over time. 
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For example, if a researcher wants to study how education affects 

career success, they might start tracking a group of students from 

the time they finish school and continue collecting data from them 

every few years as they grow older, go to college, get jobs, and 

move forward in life. The key purpose of longitudinal studies is to 

understand: 

 How people or groups change over time? 

 What factors cause these changes? 

 What patterns or trends are visible across years? 

It helps researchers to answer questions like: 

 Does health improve or decline with age? 

 How does income change from early to late adulthood? 

 How do social attitudes change across generations? 

 

8.5.2: Types of Longitudinal Studies:  

There are three main types of longitudinal studies: 

1. Panel Study: In a panel study, the same individuals (called a 

panel) are studied and surveyed at different times. For example, a 

group of 200 young people is interviewed every 5 years to study 

their views on marriage, job satisfaction, and social life. These are 

the same people each time. 

 Example: Studying the lifestyle changes of a group of rural 

youth from age 18 to 40. 

2. Cohort Study: A cohort is a group of people who share a common 

characteristic—like the year of birth, graduation, or joining a job. In 

a cohort study, the researcher studies this group over time to see 

how they change or develop. 

 Example: Tracking all students who graduated from college 

in 2020 to see their career paths over 10 years. 
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3. Trend Study: In a trend study, data is collected from different 

people in the same population group at different times. It tracks 

general trends in society but does not follow the same individuals. 

 Example: Surveying a group of adults aged 18-25 every 5 

years to study their use of social media. Each time, the 

people surveyed may be different, but the age group remains 

the same 

 

8.5.3: Applications in Social Research 

Longitudinal research is widely used in social science because many 

social issues and behaviors change over time. It helps researchers 

understand causes, effects, and long-term consequences. 

Some of the common Applications of longitudinal research are:  

 Social Mobility: Understanding how people move up or 

down in terms of income, education, or social status over 

their lifetime. 

 Education Outcomes: Studying how early childhood 

education affects academic performance in high school or 

college. 

 Health and Aging: Observing how health changes with age, 

and how habits like smoking or exercise impact long-term 

well-being. 

 Employment Patterns:  Tracking how job types, income, and 

career satisfaction change over time. 

 Family and Relationships: Studying how marriage, 

parenting, and relationships evolve and affect personal 

development. 
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8.5.4: Merits and Limitations 

The following points highlight the merits of longitudinal research: 

1. Tracks Change Over Time:  It helps researchers to see how 

individuals or groups change, grow, or decline over years. 

This is not possible with one-time surveys. 

2. Establishes Cause and Effect: By observing events in 

sequence, researchers can identify what causes what. For 

example, if children with poor nutrition later have poor 

academic results, we can suggest a link. 

3. Rich and Reliable Data: The data collected over time is very 

detailed and helpful in drawing meaningful conclusions. 

4. Helpful in Policy Making: Governments can use findings 

from longitudinal studies to make policies related to health, 

education, employment, and poverty. 

The following points highlight the demerits of longitudinal 

research: 

1. Time-Consuming: Since it involves data collection over 

many years, it takes a long time to complete the study and 

get results. 

2. Expensive: Long-term studies require continuous funding for 

research staff, data collection, follow-up, and analysis. 

3. Participant Dropout:  Some people may stop responding or 

move away, which can affect the quality of the data. This is 

known as attrition. 

4. Data Management Challenges: Managing and analyzing 

large amounts of data over years is difficult and requires 

good planning and technology. 
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5. Changes in Society:  Over time, social changes (like new 

laws or technologies) may affect the study and make 

comparisons difficult. 

 

8.6: Cross-Sectional Research Design 

8.6.1:  Definition and Key Characteristics:   

A cross-sectional research design is a type of study where data is 

collected from a population or a sample at one single point in time. 

It provides a “snapshot” of what is happening in a group or society 

right now, without tracking changes over time. 

For example, if a researcher wants to know how many college 

students in a city are using social media for learning, they can 

conduct a survey and collect data from a sample of students just 

once. They won’t follow up with those students later. 

The key characteristics of Cross- Sectional research design are: 

 Snapshot Nature: It captures the current situation as it is. 

There’s no follow-up with the same individuals. 

 Comparative: Researchers can compare different groups 

(like males and females, urban and rural students, employed 

and unemployed, etc.) at the same time. 

 Descriptive: Often used to describe characteristics, opinions, 

behaviors, or conditions of a group. 

 Quantitative in Nature: Mostly based on surveys, 

questionnaires, or structured interviews, leading to numerical 

analysis. 

 

8.6.2 Applicability in Social Research:  

Cross-sectional research is very popular in social science because it 

is quick, cost-effective, and useful when researchers want to get an 
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overview of a population or compare different groups. Cross-

sectional research is commonly used in:  

1. Surveys: Cross-sectional surveys are used to understand 

people’s attitudes, behaviors, preferences, or problems. For 

example, a survey on public opinion about a new 

government policy. 

2. Census Data: A population census, where every household is 

asked about family size, income, occupation, education, etc., 

is a classic example of a cross-sectional study. 

3. Market Research: Companies use it to find out customer 

satisfaction or buying habits at a given point in time. 

4. Public Health Studies: Understanding the spread of a disease 

or the vaccination rate in a community. 

5. Educational Research: Schools may conduct a cross-

sectional study to assess the learning levels of students in 

different classes in a particular year. 

6. Public Opinion Polls: Often used in elections to measure 

voters’ preferences at that specific moment. 

For Example: A researcher wants to compare levels of job 

satisfaction between College Teachers and University Teachers. He 

conducts a survey in March 2025 with 300 people from each sector 

and compares their responses. This is a cross-sectional study, as it is 

conducted once and captures the current views of both groups. 

 

8.6.3 Benefits and Drawbacks:  

Some of the main benefits of Cross-sectional surveys are: 

1. Quick and Time-Saving:  Since data is collected at one time, 

it takes less time to complete the study. 
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2. Cost-Effective: It requires fewer resources compared to 

studies conducted over many years. 

3. Good for Large Samples: Useful in collecting data from 

many people across different regions or categories in a short 

period. 

4. Easier to Analyze: The data analysis is generally simpler as 

it doesn’t involve time-based changes. 

5. Useful for Policy Decisions: Governments and organizations 

can use cross-sectional data to make decisions or policies 

based on the current situation. 

Some of the main drawbacks of Cross-sectional surveys are: 

1. No information on changes over time:  Since it is a one-time 

study, it cannot show how things are changing or what might 

happen in the future. 

2. Causality Cannot Be Established:  It can show a relationship 

(correlation) but cannot prove that one thing causes another. 

For example, it can show that people with higher income are 

more satisfied with life, but cannot prove that income is the 

reason for that satisfaction. 

3. Risk of Bias: The results may be influenced by the specific 

time the data was collected. For instance, public opinion 

might change just after a major event. 

4. Not ideal for studying rare or long-term issues: Diseases or 

social trends that develop slowly over time cannot be studied 

well with cross-sectional design. 

Check Your Progress 
1. What is longitudinal research design? 

2. Mention one main purpose of longitudinal research. 

3. Name any one type of longitudinal study. 
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4. How is longitudinal design useful in studying social change? 

5. State one merit and one limitation of longitudinal studies. 

6. What is cross-sectional research design? 

7. Write one key characteristic of cross-sectional research. 

8. Mention one way in which cross-sectional design is used in 

social research. 

9. Give one benefit of using cross-sectional research. 

10. Mention one drawback of cross-sectional research design. 

 

8.7: Summing Up 

This unit explores four important research designs widely used in 

social research- experimental, case study, longitudinal, and cross-

sectional. Experimental research design is used to establish cause-

and-effect relationships by manipulating variables and observing 

their outcomes. It is characterized by control, manipulation, and 

randomization. Common types include pre-experimental, true 

experimental, and quasi-experimental designs. In social research, 

experimental methods help test the impact of social policies or 

interventions. However, despite their scientific value, such designs 

may face ethical and practical challenges in real-life social settings. 

Their main advantages include high reliability and objectivity, while 

drawbacks include limited external validity and artificial settings. 

Next, the case study design focuses on an in-depth study of a single 

unit- such as an individual, organization, or event—within its real-

life context. It follows key principles like exploring a case 

holistically, collecting data through multiple sources, and 

maintaining contextual understanding. Case studies can be 

exploratory, explanatory, descriptive, intrinsic, or instrumental, and 

they offer rich insights into complex social phenomena. Their 

advantages include detailed understanding and flexibility, while 

disadvantages include subjectivity, limited generalizability, and time 
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consumption. On the other hand, longitudinal research design 

involves studying the same group of individuals over a long period 

to observe changes and developments. It can be panel, cohort, or 

retrospective in type. This design is especially useful in 

understanding trends, life patterns, or the long-term effects of social 

changes, though it requires significant time, effort, and resources. 

Finally, the cross-sectional research design examines a sample at a 

single point in time to analyze variables and relationships among 

them. It is cost-effective, quick, and widely applicable in social 

surveys, especially when immediate data is needed on attitudes, 

behaviors, or conditions. However, it cannot establish causality or 

track changes over time. Each of these designs offers distinct 

strengths and limitations, and researchers select them based on the 

research question, objectives, and available resources. Together, 

these designs provide powerful tools to explore, explain, and 

understand complex social realities. 

 

8.8: Model Questions 

1. Explain the meaning and key characteristics of experimental 

research design. How is it applied in social science research? 

2. Discuss the different types of experimental designs with 

suitable examples. 

3. Critically evaluate the merits and demerits of using 

experimental research design in social research. 

4. Define case study research design. Explain its core principles 

and discuss how it is useful in studying social phenomena. 

5. Describe the various types of case study designs. How do 

they differ in their approach and purpose? 

6. Analyze the advantages and disadvantages of using case 

study as a method in social research. 
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7. What is longitudinal research design? Explain its types and 

importance in studying social change over time. 

8. Discuss the applications, strengths, and limitations of 

longitudinal studies in social research. 

9. Define cross-sectional research design and highlight its main 

characteristics. In what ways is it useful in social research? 

10. Compare and contrast longitudinal and cross-sectional 

research designs in terms of their methodology, uses, and 

limitations. 
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Unit-9 
Sampling Design 

 

Unit Structure: 
9.1: Introduction  

9.2: Objectives 

9.3:  Meaning of Sampling design and Sample 

9.4: Significance of Sample  

9.5: Census and Sample Survey 

9.5.1: Census 

9.5.2: Advantages and Disadvantages of Census Method 

9.5.3:  Sample Survey 

9.5.4: Advantages and Disadvantages of Sample Survey 

9.6: Essentials of a good sample  

9.7: Steps in Sample Design 

9.8: Summing Up 

9.9: Model questions 

9.10: References and Suggested Readings 

 

9.1: Introduction 

Sampling Design refers to the plan or strategy used to select a part 

of the population (called a sample) for study. It helps the researcher 

decide how many units to select, from where to select them, and 

how to ensure that the sample truly represents the whole population. 

A good sampling design saves time, effort, and cost, while still 

giving accurate and reliable results. It is an important step in 

research because the quality of results largely depends on how well 

the sample is chosen. Different types of sampling methods can be 

used depending on the nature and purpose of the study.  

In any field of study, the term universe or population refers to the 

total set of items or individuals relevant to the research. When every 
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single unit in this population is studied, it is called a census inquiry. 

This method is generally considered to be highly accurate, as it 

includes all elements of the population, leaving no room for chance. 

However, in reality, even a small bias can influence the results 

significantly when applied across a large number of observations. 

Moreover, it is difficult to detect or measure such bias without 

conducting another full survey or using sampling checks. Census 

inquiries are also time-consuming, costly, and require a great deal of 

manpower and effort. Due to these limitations, they are rarely used, 

especially by individual researchers. Usually, only large institutions 

like the government carry out census studies—for instance, the 

national population census conducted once every ten years. In many 

situations, it is either unnecessary or impractical to study every item 

in the population, especially when reliable results can be obtained 

by examining just a part of it. 

When the population is small, a census may be feasible. But in most 

practical situations, limitations of time and cost push researchers to 

study only a portion of the population. This approach is known as a 

sample survey. The portion selected from the population is called a 

sample, and the method used to select it is known as a sampling 

technique. For example, if the population size is denoted by N, and a 

smaller group of size n (where n < N) is chosen based on a specific 

rule to study a characteristic, this smaller group becomes the 

sample. The goal is to select a sample that accurately represents the 

larger population, creating a small-scale version or cross-section of 

the whole. To achieve this, the researcher must carefully design a 

sample design, which involves deciding how the sample should be 

selected and what its size should be. A well-designed sample helps 
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in drawing meaningful and accurate conclusions without the need 

for a complete enumeration. 
 

9.2: Objectives 

After going through this unit, you will be able to-  

 understand the meaning and significance of Sample, 

 differentiate between census and sample survey, 

 discuss the essentials of a good sample. 

 

9.3:  Meaning of Sampling design and Sample:  

Sampling design refers to the framework or plan followed by a 

researcher to select a sample from the population. It includes the 

method of selection, the size of the sample, and how to ensure that 

the sample represents the entire population. A well-prepared 

sampling design helps in collecting accurate and reliable data 

efficiently, saving time and resources. 

A sample is a smaller group chosen from a larger population for the 

purpose of study. It is selected in such a way that it reflects the key 

characteristics of the population. Studying a sample allows 

researchers to draw conclusions about the entire population without 

having to study every individual unit. 

For example: Suppose a researcher wants to study the spending 

habits of college students in Assam. It is not practical to survey 

every college student in the state. So, the researcher selects 500 

students from 10 different colleges across various districts. These 

500 students form the sample, and the method used to select them 

(based on location, college type, etc.) is part of the sampling design. 
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9.4: Significance of Sample  

In research, it is often not possible to study the entire population 

because of time, money, and effort involved. That’s why we take a 

sample, which is a small part of the population. If chosen properly, a 

sample can give us useful and accurate information about the whole 

group. 

The following points highlights the significance of sample: 

1. Saves Time: Studying a sample takes less time than studying 

the whole population. 

2. Reduces Cost:  It is cheaper to collect data from a few 

people/items than from everyone. 

3. Less Effort Required: A sample requires fewer resources like 

manpower, tools, and logistics. 

4. Quick Results: Since data collection is faster, results can be 

analyzed and used quickly. 

5. Useful When Population is Large or Unknown: When the 

population is too big (like all students in India), a sample 

helps in getting information easily. 

6. Allows for Better Accuracy in Many Cases: With proper 

sampling methods, we can avoid errors and get reliable 

results. 

7. Helpful in Testing and Surveys: In product testing or opinion 

surveys, samples are used to make decisions or 

improvements. 

 

9.5: Census and Sample Survey:  

9.5.1: Census:  

A Census means collecting information from every individual or 

item in the entire population. It gives complete and detailed 
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information because no one is left out. Since all units are covered, 

the chances of missing anything are very low. However, this method 

requires a lot of time, money, and manpower. That’s why it is 

usually done by governments or large organizations. For example, 

the Population Census conducted every 10 years in India is a good 

example of a census, where information is collected from every 

household in the country. 

 

9.5.2: Advantages and Disadvantages of Census Method 

The following points highlight the advantages of Census Method: 

1. Complete Information: Data is collected from every unit, so 

it gives a full picture. 

2. High Accuracy: Since no one is left out, the chances of error 

are very low. 

3. Detailed Analysis Possible: As all data is available, detailed 

study and comparisons can be made. 

4. Useful for Policy Making: Governments use census data to 

plan and implement important policies. 

The following points highlight the disadvantages of Census 

Method: 

1. Time-Consuming: It takes a lot of time to collect data from 

every person or item. 

2. Very Expensive: It needs a huge budget for staff, materials, 

and logistics. 

3. Difficult to Manage: For large populations, organizing a 

census is a big challenge. 

4. Not Suitable for frequent studies: Because of time and cost, 

it cannot be done often. 
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9.5.3:  Sample Survey:  

A Sample Survey is a method of collecting information by studying 

only a small part (sample) of the entire population, instead of every 

individual or item. This small group is selected carefully so that it 

represents the whole population well.In practical life, it is often 

difficult to study the entire population because it takes a lot of time, 

money, and effort. A sample survey helps solve this problem. It 

allows researchers to gather useful and reliable information quickly 

and at a lower cost. This method is faster, cheaper, and easier than 

a census and is often used in research studies, opinion polls, product 

feedback, and so on. Though it may not cover everyone, if done 

properly, a sample survey can still give reliable and accurate 

results. 

For example, if a company wants to know customer opinions about 

a new product, it cannot ask every customer. Instead, it selects a few 

hundred customers from different areas and collects their opinions. 

This is a sample survey. 

 

9.5.4: Advantages and Disadvantages of Sample Survey 

The following points highlight the advantages of Sample Survey: 

1. Saves Time: Since only a small group is studied, data can be 

collected quickly. 

2. Cost-Effective: It is much cheaper than doing a census. 

3. Less Effort and Resources Needed: Fewer people and tools 

are needed for data collection. 

4. Can Be Done Frequently: It is suitable for regular studies, 

feedback, and market research. 
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The following points highlight the disadvantages of Sample Survey: 

1. Less Detailed Information: Since not everyone is included, 

full details may not be available. 

2. Risk of Bias or Error: If the sample is not selected properly, 

the results may be misleading. 

3. Not Always Fully Accurate: It gives an estimate, not exact 

figures, especially if sample size is small. 

4. Difficult to Represent Entire Population: If the sample 

doesn’t reflect the diversity of the population, results may be 

wrong. 

 

Check Your Progress 

1. What is a sample? 

2. Define sampling design. 

3. Write any two advantages of sampling. 

4. What is a census survey? 

5. Mention one disadvantage of the census method. 

6. Define sample survey. 

 

9.6: Essentials of a Good Sample:  

In research, we often collect data from a small group of people or 

items to understand the whole population. This small group is called 

a sample. But not every sample gives correct or useful results. To 

make sure the study is reliable, the sample must be chosen carefully. 

A good sample is one that truly represents the entire population and 

helps the researcher draw correct conclusions. 

Here are some important points that explain the essentials of a good 

sample 
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1. Representativeness: A good sample should represent the entire 

population. It must include different types of people or items found 

in the population. If the sample only includes one type or group, it 

will give biased or wrong results. 

Example: If a survey about mobile usage is only conducted in urban 

areas, the opinions of rural users will be missed. 

2. Proper Size: The sample should not be too small or too large. It 

should be of the right size to give accurate results. A small sample 

may not show the full picture, and a very large sample may waste 

time and resources. 

Rule: The larger the population, the bigger the sample needed—but 

only to a reasonable extent. 

3. Selection Should Be Unbiased: There should be no personal 

choice or favoritism in selecting sample units. Each unit in the 

population should have a fair and equal chance of being selected. 

This ensures that the results are not one-sided or misleading. 

4. Use of Proper Sampling Technique: The researcher should choose 

the right sampling method—random sampling, stratified sampling, 

systematic sampling, etc.—based on the type of population and the 

objective of the study. A wrong method can lead to incorrect results. 

5. Homogeneity within Groups and Heterogeneity between Groups: 

If the sample is divided into groups (like age, income, location), 

then the members within a group should be similar, and each group 

should be different from others. This helps in better analysis and 

comparison. 

6. Practical and Economical: The sample should be easy to manage 

with the available time, money, and manpower. It should not require 

more resources than necessary. A good sample gives maximum 

information at minimum cost. 
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7. Reliable and Stable: A good sample should give similar results if 

the survey is repeated under the same conditions. This shows that 

the sample is reliable and not affected by random changes. 

8. Purpose-Oriented: The sample must be selected keeping in mind 

the main purpose of the study. A sample suitable for one type of 

research may not work for another. It must match the research goal. 

 

9.7:  Steps in Sample Design  

Sample design refers to the process of planning how a sample will 

be selected from the population. A proper sample design ensures 

that the selected sample is reliable, accurate, and cost-effective. 

Below are the main steps involved in preparing a good sample 

design: 

i) Types of Universe: The first step is to define the universe or 

population. The universe includes all items or individuals from 

which a sample will be drawn. 

 Finite Universe: Countable population (e.g., number of 

students in a school). 

 Infinite Universe: Uncountable population (e.g., number of 

customers visiting a website). 

Knowing the type of universe helps in choosing the right sampling 

method. 

ii) Sampling Unit: A sampling unit is the basic element or group of 

elements selected for study. It can be: 

 An individual person, 

 A household, 

 A village, 

 A school, etc. 
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The unit must be clearly defined to avoid confusion during 

selection. 

iii) Source List (Sampling Frame): The source list or sampling 

frame is a complete list of all sampling units in the population. It 

acts as the base from which samples are selected. 

Examples: Electoral roll, student database, customer list, etc. 

A good source list must be accurate, complete, and updated. 

iv) Size of Sample: The sample size refers to the number of units to 

be selected. It should be neither too small (which may not give 

reliable results) nor too large (which may waste resources). 

Factors that affect sample size include: 

 Size of the universe, 

 Required level of accuracy, 

 Available time and resources. 

v) Parameters of Interest: Decide what characteristics or information 

you want to study from the sample. These are called parameters of 

interest, such as: 

 Age, income, education level (in social surveys), 

 Profit, expenses, customer satisfaction (in business studies). 

Knowing these parameters helps in framing relevant questions. 

vi) Budgetary Constraint: The cost factor plays a big role in 

designing the sample. The sample size and method should match the 

available budget, time, and manpower. 

Even a small budget can give reliable results if the sample is well 

designed. 

vii) Sampling Procedure: This step involves deciding the actual 

method of selecting the sample. It means choosing the right 



168 
 

sampling technique depending on the objective of the study. Some 

commonly used sampling procedures are: 

 Random Sampling – every unit has an equal chance. 

 Systematic Sampling – selecting every nth unit. 

 Stratified Sampling – dividing the population into groups 

and sampling from each. 

 Cluster Sampling – selecting entire groups or clusters instead 

of individual units. 

The method should be simple, practical, and suitable for the type of 

study. 

Check Your Progress 

1. State two characteristics of a good sample. 

2. What is a sampling unit? 

3. What do you mean by source list or sampling frame? 

4. Name any two commonly used sampling procedures. 

 

9.8: Summing Up  

In research, especially when studying a large group, it is not always 

practical to collect information from every individual. That’s where 

the concept of sampling becomes important. A sample is a small 

part of a population that represents the whole. The plan or method 

used to select this part is called a sampling design. It helps the 

researcher decide how to choose the sample, what size it should be, 

and what method to follow. Sampling is significant because it saves 

time, money, and effort, while still providing accurate and 

meaningful data. However, it is important to ensure the sample is 

well-chosen so that it truly reflects the population. This makes the 

study reliable and valid. 
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There are two main ways to collect data: Census and Sample 

Survey. In a census, information is collected from every unit in the 

population. It gives very accurate results but is time-consuming and 

expensive. Due to these limitations, census surveys are rarely 

conducted, except in cases like national population censuses. In 

contrast, a sample survey collects data from a selected group of 

units. It is more practical, cost-effective, and widely used in 

research. Each method has its own advantages and disadvantages. 

For instance, while the census gives complete data, it may not 

always be feasible. A sample survey is easier and quicker but may 

have some errors if the sample is not well-selected. Therefore, a 

good sample must be representative, unbiased, adequate in size, and 

selected using proper methods. These essentials of a good sample 

are crucial for obtaining dependable results. This unit provides a 

detailed understanding of these concepts and helps learners 

appreciate why sampling is a key part of research. 

 

9.9: Model Questions 

1. Define sampling and sampling design. Explain their 

importance in research. 

2. Discuss the significance of sampling in the context of large-

scale research studies. 

3. Differentiate between census and sample survey with 

examples. 

4. What are the advantages and disadvantages of using the 

census method in research? 

5. Explain the concept of a sample survey. How is it useful in 

real-world research situations? 

6. Describe the major advantages and limitations of sample 

surveys as compared to census surveys. 
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7. What are the essential characteristics of a good sample? 

Explain each in detail. 

8. What are the main steps involved in preparing a sample 

design? Discuss each step briefly. 

9. Explain the role of sample size and sampling unit in 

designing a good sample. 

10. How do budgetary constraints and parameters of interest 

influence sample design in a research study? 
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Unit-10 
Principles of Sampling 

 

Unit Structure: 
10.1: Introduction  

10.2: Objectives 

10.3: Principles of Sampling 

10.4: Classification of Sampling Methods  

10.5: Advantages and Limitations of Sampling  

10.6: Factors Affecting Sampling Design 

10.7: Determination of Sample Size 

10.8: Factors influencing Sample Size 

10.9: Summing Up 

10.10: Model Questions 

10.11: References and Suggested Reading  

 

10.1: Introduction 

In research, we often come across situations where it is not possible 

or practical to study an entire population. For example, if a 

researcher wants to study the spending habits of all consumers in 

India, it would be nearly impossible to collect data from every 

individual. This is where sampling becomes useful. Sampling is the 

process of selecting a small group of individuals or items from a 

larger population in such a way that this group represents the entire 

population. The selected group is called a sample, and the larger 

group from which the sample is drawn is called the population. 

There are many definitions of sampling, but simply put, sampling is 

a method used in research to select a part of the population so that 

the information gathered from the sample can be generalized to the 

entire population. It is a scientific and logical process that helps the 

researcher to study and analyze data more efficiently. 
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Sampling plays a very important role in research. It helps save time, 

effort, and resources. Studying a sample is usually much faster and 

cheaper than studying the whole population. Moreover, if the 

sample is selected properly, the results can be very accurate and 

reliable. Sampling is particularly useful in situations where the 

population is too large, spread across a wide area, or when it is 

difficult to get information from every member of the population. In 

such cases, a well-chosen sample can provide meaningful insights 

and conclusions. 

Now, let us understand the difference between census and sample 

surveys. In a census, data is collected from every single member of 

the population. For example, the government of India conducts a 

national census every ten years to count every person in the country. 

On the other hand, a sample survey collects data from only a 

selected portion of the population. While a census gives complete 

and detailed information, it is time-consuming, expensive, and often 

not practical for academic or small-scale research. A sample survey, 

if done properly, can provide nearly the same level of accuracy at a 

fraction of the cost and time. 

Thus, sampling is a powerful tool in research. It allows researchers 

to study large populations through small, manageable groups, 

making the research process more efficient and effective. 

 

10.2: Objectives:  

After going through this unit, you will be able to- 

 Know the meaning of sampling. 

 Understand the principles of Sampling. 

 Discuss the factors affecting sampling design. 

 Explain the determination of sample size. 
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10.3: Principles of Sampling 

To ensure that the results obtained from a sample are meaningful 

and reliable, certain basic principles must be followed while 

selecting a sample. These principles guide researchers in choosing 

samples that are accurate representations of the population and help 

reduce errors in the study. Understanding these principles is 

essential for anyone involved in research because the quality of a 

study heavily depends on how well the sample reflects the 

population. Let us now understand each of these principles in detail. 

 Representativeness: The most important principle of 

sampling is representativeness. A sample must closely 

resemble the characteristics of the population from which it 

is drawn. If the sample is not representative, the results of 

the research cannot be generalized to the entire population. 

For example, if a researcher wants to study the spending 

habits of people across India but selects only urban residents, 

the sample would be biased and not representative of the 

population. A representative sample includes people or units 

from all relevant sub-groups, such as different age groups, 

regions, income levels, etc. The goal is to mirror the 

diversity of the entire population in the sample. 

 Randomization: Randomization is the process of selecting 

units from the population in such a way that every individual 

has an equal chance of being included in the sample. This is 

a key method used to eliminate selection bias. When a 

sample is chosen randomly, it reduces the chances of 

including only certain types of individuals, which could 

affect the study's outcome. Random sampling ensures 

fairness and objectivity in the selection process. For 

example, picking names from a hat or using random number 

tables are basic forms of random sampling. By applying this 
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principle, researchers increase the likelihood that the sample 

is representative of the population. 

 Adequacy: Adequacy refers to the size of the sample. A 

sample must be large enough to provide reliable and valid 

results. If the sample is too small, it may not capture the 

diversity or characteristics of the population, leading to 

inaccurate conclusions. At the same time, the sample should 

not be unnecessarily large, as it would lead to higher costs 

and time. The ideal sample size depends on various factors 

such as the nature of the population, the purpose of the 

study, and the level of precision required. In general, larger 

samples provide more accurate results, but the size should 

always be adequate for the research objective. 

 Efficiency: Efficiency in sampling means obtaining the best 

possible results with minimum effort, time, and cost. An 

efficient sampling plan achieves maximum accuracy and 

reliability using minimum resources. For instance, choosing 

a sampling method that requires fewer field visits or lesser 

administrative costs can make the research more efficient. 

Efficiency is also related to the way the sample is selected 

and the tools used for data collection. The aim is to strike a 

balance between quality of data and the resources available 

for conducting the research. 

 Homogeneity vs. Heterogeneity: Homogeneity and 

heterogeneity refer to the nature of the population. A 

homogeneous population is one in which all the elements are 

similar in nature, such as a group of students from the same 

class. In such cases, even a small sample may provide 

reliable results. On the other hand, a heterogeneous 

population consists of diverse elements, such as people from 
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different regions, languages, and occupations. When dealing 

with heterogeneous populations, the sample must include 

individuals from all sub-groups to ensure representativeness. 

The more diverse the population, the larger and more 

carefully designed the sample needs to be. 

 Law of Statistical Regularity and Law of Inertia of Large 
Numbers: These two statistical laws form the theoretical 

foundation of sampling. The Law of Statistical Regularity 

states that a randomly drawn sample will tend to have the 

same characteristics as the population, provided the sample 

size is large enough. This is why randomization and 

adequate sample size are crucial. The Law of Inertia of 

Large Numbers supports this idea by stating that larger 

samples tend to be more stable and closer to the true 

characteristics of the population. As the sample size 

increases, the variations or errors in estimation reduce, 

making the results more dependable. These laws give 

confidence to researchers that well-selected samples can 

provide trustworthy results. 

 Importance of Unbiasedness: Unbiasedness in sampling 

means that every member of the population has an equal 

opportunity to be included, and the selection process is free 

from any personal judgment or preferences. A biased sample 

gives skewed results and can lead to wrong conclusions. For 

example, if a survey about education is conducted only in 

private schools and not in government schools, the results 

will not reflect the reality of the entire education system. 

Bias can occur at any stage—during selection, data 

collection, or even analysis. Therefore, it is essential to 

ensure neutrality and objectivity in the sampling process to 

maintain the integrity of the research. 



176 
 

10.4: Classification of Sampling Methods (Overview only) 

Sampling methods can be broadly classified into two main 

categories: Probability Sampling and Non-Probability Sampling. 

This classification is based on how the elements or units are selected 

from the population. Understanding these categories helps 

researchers choose the appropriate method for their study, 

depending on the nature of the research, objectives, and available 

resources. 

Probability Sampling: Probability Sampling is a sampling 

technique in which every unit in the population has a known and 

equal chance of being selected in the sample. This type of sampling 

relies on random selection, which helps in avoiding selection bias 

and ensures that the sample is representative of the population. 

Probability sampling is considered more scientific and is commonly 

used in quantitative research where the goal is to generalize the 

findings to the entire population. 

Some major types of probability sampling include: 

 Simple Random Sampling: Every member of the 

population has an equal chance of being selected. 

 Stratified Sampling: The population is divided into 

different sub-groups (strata), and samples are taken from 

each group. 

 Systematic Sampling: Every nth unit is selected from a list 

of the population. 

 Cluster Sampling: The population is divided into clusters, 

and a few clusters are selected randomly for study. 

Each of these methods has its own procedure and is suitable for 

different types of research problems. We will discuss these in detail 

in the next unit. 
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Non-Probability Sampling: Non-Probability Sampling is a 

technique where the selection of units is based on the judgment of 

the researcher or other non-random methods. In this approach, not 

all elements of the population have a known or equal chance of 

being included in the sample. This type of sampling is often used in 

qualitative research, exploratory studies, or when random sampling 

is not possible due to practical constraints. 

Some major types of non-probability sampling include: 

 Convenience Sampling: The sample is taken from a group 

that is easy to access or reach. 

 Judgmental or Purposive Sampling: The researcher selects 

the sample based on their knowledge or judgment. 

 Snowball Sampling: Existing participants help identify 

more participants, often used for hard-to-reach populations. 

 Quota Sampling: The population is divided into groups, and 

a specific number (quota) is selected from each group, often 

based on certain characteristics. 

The researchers choose between probability and non-

probability sampling based on the purpose of the study, the 

nature of the population, and the resources available. Each 

method has its advantages and is suitable for different 

research contexts. In the next unit, we will explore all these 

methods in greater detail, including their procedures, merits, 

and limitations. This will help you understand which 

sampling method is most appropriate for particular research 

project. 

                           Check Your Progress 
1. What is meant by representativeness in sampling? 

2. Define randomization in the context of sample selection. 
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3. Name any two probability sampling methods. 

4. Name some Non probability sampling methods 

 

10.5: Advantages and Limitations of Sampling  

In research, studying the whole population is often not possible due 

to limitations of time, money, and other resources. This is why 

researchers use sampling—a method where only a small part of the 

population is studied. If the sample is selected properly, the results 

can give a good idea of what is true for the entire population. Let us 

now look at the general advantages and limitations of using 

sampling. 

 

Advantages of Sampling 

1. Saves Time 

Sampling saves a lot of time compared to a full census. Studying 

every member of a large population can take months or even years. 

But by selecting a small sample, researchers can collect and analyze 

data much faster and still get meaningful results. 

2. Reduces Cost 

Sampling is much more economical. Collecting information from 

every individual in a large population can be very expensive. But a 

smaller sample means fewer resources are needed for things like 

printing questionnaires, traveling, or hiring data collectors. This 

makes sampling ideal for research studies with limited budgets. 

3. Practical and Feasible 

Sometimes, it is just not possible to reach the whole population. For 

example, a researcher may not have access to people living in 

remote areas or may not be allowed to collect data from certain 
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groups. In such cases, sampling offers a practical way to conduct the 

research. 

4. Helps Maintain Quality 

When dealing with a smaller group, researchers can focus more on 

accuracy and detail. It becomes easier to manage the data collection 

process carefully and avoid mistakes. 

5. Allows for Quick Decision Making 

Since results from a sample are obtained quickly, researchers and 

decision-makers can use them to take timely actions, especially in 

business or policy-making situations. 

 

Limitations of Sampling 

1. Sampling Error: A sample is only a part of the population, so the 

results may not always be 100% accurate. The difference between 

the sample results and what would have been found in a full census 

is called sampling error. This is a natural risk in any sampling 

method. 

2. Risk of Non-Representativeness: If the sample is not chosen 

properly, it may not represent the whole population correctly. For 

example, if a survey is done only in urban areas, it may ignore the 

opinions of rural people. This makes the findings less reliable and 

limits how much we can generalize the results. 

3. Possibility of Bias: Bias can happen if the selection of the sample 

is influenced by the researcher’s personal judgment or if certain 

groups are left out. Bias affects the neutrality of the study and can 

lead to wrong conclusions. Even the way questions are asked or data 

is collected can introduce bias. 
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10.6: Factors Affecting Sampling Design:  

Before selecting a sample, researchers must carefully plan their 

sampling design—that is, how the sample will be chosen. A good 

sampling design helps ensure that the sample is appropriate, 

efficient, and capable of providing meaningful results. However, 

several important factors influence how this design is prepared. 

Let’s understand each of these factors in simple terms. 

 Nature and Scope of the Study: The type of study being 

conducted plays a big role in shaping the sampling design. 

For example, a national-level survey covering multiple 

regions and cultures will need a more complex and 

structured sampling method compared to a small local study. 

Similarly, if the study is descriptive, the sample must reflect 

all aspects of the population, but if it is exploratory, the 

sample may be more flexible and smaller. In short, the 

bigger and more detailed the study, the more careful the 

sampling design has to be. 

 Objectives of the Research: Every research study has 

specific objectives—what it aims to find out. The sampling 

design must be able to meet these goals. If the objective is to 

compare different groups (such as male and female 

respondents, or urban and rural populations), the sample 

must include enough members from each group. If the 

objective is to find a general trend, a simple random sample 

may be enough. The clearer the research objectives are, the 

easier it is to decide on the right sampling method. 

 Population Characteristics: The features of the 

population—like its size, diversity, location, and 

accessibility—also affect how a sample is designed. If the 

population is very large or spread across different 
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geographical areas, the sampling method may need to 

include clusters or stratification. If the population is small 

and similar in nature (homogeneous), even a small, simple 

sample may work. Also, if some parts of the population are 

difficult to reach, special techniques like snowball sampling 

might be used. 

 Resource Constraints: Resources such as time, money, and 

manpower are always limited. The sampling design must 

consider these limitations. A design that is too expensive or 

time-consuming is not practical, even if it’s statistically 

ideal. For example, although stratified random sampling 

gives highly accurate results, it may not be suitable for a 

small research team with limited funds. Therefore, 

researchers often need to find a balance between quality and 

practicality. 

 Degree of Precision Desired: Precision refers to how close 

the sample results are to the actual values in the population. 

If high precision is required, the sample must be larger and 

more carefully selected, which increases cost and time. If 

lower precision is acceptable (as in exploratory studies), a 

simpler and smaller sample can be used. The sampling 

design must match the level of accuracy the researcher is 

aiming for. 

 Availability of Sampling Frame: A sampling frame is a list 

or source from which the sample will be drawn—such as a 

list of students, customers, or households. If a good sampling 

frame is available, probability sampling methods like simple 

random sampling become easier and more effective. But if 

no reliable list exists, researchers may need to use non-

probability methods, which can be less accurate. So, the 



182 
 

quality and availability of the sampling frame directly 

impact the sampling design. 

 

10.7: Determination of Sample Size  

In any research study, deciding how many people or items to 

include in the sample is a very important step. If the sample is too 

small, the results may not be reliable. On the other hand, if it is too 

large, it may waste time, money, and effort. Therefore, finding the 

right sample size is essential for both accuracy and efficiency. The 

importance of determining an appropriate sample size in research 

cannot be overstated. Let us try to understand the importance of 

determining sample size from the following points: 

1. Ensures Accurate Results: A sample that is too small may not 

represent the population well, which can lead to sampling errors and 

incorrect conclusions. A properly sized sample helps reflect the true 

characteristics of the population and ensures the results are 

statistically sound. 

2. Improves Reliability of Findings: When the sample size is 

appropriate, the data collected is more consistent and reliable. It 

increases the chances that the results can be repeated in other similar 

studies and still produces similar outcomes, which is important for 

building trust in your research. 

3. Reduces Bias: With a good sample size, the chances of bias are 

reduced because the sample is more likely to include a diverse range 

of participants or items. This helps in getting a fair and balanced 

view of the population. 

4. Supports Generalization: One of the main goals of research is to 

draw conclusions about the entire population. A properly sized 
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sample makes it easier to generalize the findings from the sample to 

the whole population with confidence. 

5. Balances Accuracy and Resources: A large sample can be more 

accurate but is also more costly and time-consuming. On the other 

hand, a small sample is cheaper but may not be reliable. 

Determining the right size helps you balance statistical accuracy 

with practical constraints like time, money, and effort. 

6. Essential for Statistical Testing: Many statistical methods and 

tests (like confidence intervals, hypothesis testing) are valid only 

when the sample size is appropriate. An incorrect sample size can 

lead to wrong test results, even if the rest of the study is well-

designed. 

7. Boosts Credibility of the Study: Researchers, academic reviewers, 

and policymakers are more likely to trust and accept your findings if 

your sample size is scientifically justified. It adds credibility to your 

research work 

 

10.8: Factors influencing Sample Size  

Determining how many people or units to include in a sample is an 

important part of planning a research study. The appropriate sample 

size depends on several factors, each of which helps ensure that the 

results are accurate, practical, and meaningful. 

1. Nature and Scope of the Study: The type and extent of the study 

play a big role in deciding the sample size. If the research is national 

or covers a wide area with a large population, a bigger sample is 

required to capture the diversity. On the other hand, if the study is 

local or focused on a specific group, a smaller sample may be 

sufficient. Descriptive studies, which aim to describe features of a 

population, usually need more participants than exploratory studies. 
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2. Objectives of the Research: What the research aims to achieve 

also influences the sample size. If the objective is simply to 

understand general patterns or trends, a small sample might work. 

But if the research involves comparisons between different groups 

(like age groups, genders, or regions), a larger sample is needed to 

ensure each subgroup is well represented. 

3. Population Characteristics: The more varied or heterogeneous the 

population is, the larger the sample should be. A diverse population 

with differences in income, education, occupation, or habits needs a 

larger sample to reflect all its characteristics. If the population is 

homogeneous, meaning members are quite similar, a smaller sample 

can still be reliable. 

4. Resource Constraints: Practical limits such as time, budget, 

manpower, and tools available also affect the sample size. 

Researchers might want a large sample for accuracy, but if they lack 

the resources to manage it, they may need to settle for a smaller size. 

In such cases, it's important to choose the sample carefully to keep it 

representative. 

5. Degree of Precision Desired: If a study needs very accurate 

results with a small margin of error, the sample must be large. 

Higher precision reduces the chances of mistakes in results. 

However, if the study can tolerate a larger margin of error, a smaller 

sample might be used. So, the greater the accuracy needed, the 

bigger the sample should be. 

6. Availability of Sampling Frame: A sampling frame is the list of 

all units or people in the population. If a complete and accurate list 

is available, it’s easier to select a proper sample, even a large one. 

But if the list is not available or incomplete, the researcher might 

need to adjust the sample design and reduce the size accordingly. 
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7. Confidence Level and Margin of Error: These two statistical 

terms are important in sample size determination. A confidence 

level shows how sure we are that the sample result reflects the 

population. A higher confidence level (like 99%) needs a larger 

sample. A margin of error tells us how close the sample result is to 

the true value. A smaller margin of error (like ±3%) also increases 

the required sample size. 

8. Expected Response Rate: In many studies, not everyone contacted 

will respond. If a low response rate is expected, the sample size 

must be increased at the beginning. For example, if the goal is to get 

300 responses, but the response rate is expected to be 50%, then the 

researcher must reach out to at least 600 people. 

 

Check Your Progress 

1. What is a sampling frame? 

2. State one advantage and one limitation of using a sample. 

3. What does the term “confidence level” mean? 

4. Why is population variability important in sample size 

calculation? 

5. What does “non-probability sampling” mean? Give one 

example. 

6. What is the relationship between sample size and precision? 

7. Name any one software tool used in sample size calculation. 

 

10.9: Summing Up 

In this unit, we explored the core ideas behind sampling in research, 

starting with the principles of sampling. Good sampling ensures that 

the selected group represents the whole population well. Key 

principles like representativeness, randomization, adequacy, and 

efficiency help ensure that the sample is reliable and meaningful. 
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We also learned about the laws of statistical regularity and inertia of 

large numbers, which explain why large and random samples tend to 

reflect the population accurately. The principle of unbiasedness is 

especially important, as it ensures that the results are not influenced 

by personal opinions or selection errors. 

We then looked at the classification of sampling methods, dividing 

them into probability and non-probability types, and briefly 

mentioned the common techniques under each category. This was 

followed by a discussion on the advantages and limitations of 

sampling, where we saw that sampling saves time, cost, and effort, 

but may also face issues like bias and sampling errors. The unit also 

covered the factors that affect sampling design, such as the nature of 

the study, population characteristics, objectives, and available 

resources. A major part of the unit was dedicated to understanding 

how to determine the right sample size, where we looked at margin 

of error, confidence level, formulas, and even practical shortcuts. 

Finally, we discussed factors influencing sample size, which include 

the scope of the study, diversity in the population, required 

precision, and response rate. All these concepts together help 

researchers choose the right sample size and sampling method, 

ensuring their study is both effective and efficient. 

 

10.10: Model Questions 

1. Explain the key principles of sampling and discuss their 

importance in research. 

2. What are the major differences between probability and non-

probability sampling methods? Give examples of each. 

3. Discuss the advantages and limitations of sampling as 

compared to a complete census method. 
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4. Describe the various factors that influence the choice of a 

sampling design in a research study. 

5. What is the significance of determining an appropriate 

sample size? Explain with examples. 

6. Explain how population characteristics and research 

objectives affect sample size determination. 

7. Describe the concept of margin of error and confidence 

level. How do they impact sample size? 

8. Explain the role of statistical laws like the law of inertia of 

large numbers in sampling. 

9. What are the practical methods or thumb rules used in 

determining sample size when complete statistical data is not 

available? 

10. Compare sample size determination in qualitative research 

and quantitative research with suitable examples. 
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Unit-11 

Probability and Non Probability Sampling Methods 
 

Unit Structure: 
11.1: Introduction 

11.2: Objectives 

11.3: Probability Sampling Methods 

11.3.1:  Simple Random Sampling 

11.3.2  Systematic Sampling 

11.3.3  Stratified Sampling 

11.3.4:  Cluster Sampling 

11.3.5:  Area Sampling, Multistage Sampling and Sequential 

Sampling 

11.4: Non-Probability Sampling Methods 

11.4.1: Convenience Sampling  

11.4.2: Judgmental or Purposive Sampling 

11.4.3: Quota Sampling 

11.4.4: Snowball Sampling 

11.5: Summing Up  

11.6: Model Questions    

11.7: References and Suggested Readings  

 

11.1: Introduction 

In the previous unit, we were introduced to the basics of sampling in 

research. We learned that sampling is a technique used to select a 

portion or subset of a population to study, especially when it is not 

possible to collect data from the entire population. The unit 

explained the principles of sampling, which are the rules and 

guidelines that help ensure the sample is representative and the 

results are reliable. It also gave us an overview of how sampling 

methods are classified, along with the advantages and limitations of 



190 
 

sampling. We also discussed important topics like factors affecting 

sampling design, how to determine the right sample size, and what 

influences the size of a sample in any research study. 

Building on that understanding, the present unit aims to take a 

deeper look into the types of sampling methods used in research. 

Sampling methods are broadly divided into two categories: 

probability sampling and non-probability sampling. In probability 

sampling, every member of the population has a known and equal 

chance of being selected. Methods like simple random sampling, 

systematic sampling, stratified sampling, and cluster sampling fall 

under this category. On the other hand, non-probability sampling 

does not give every individual an equal chance of selection. 

Methods like convenience sampling, judgmental sampling, quota 

sampling, and snowball sampling are examples of non-probability 

sampling. 

The objective of this unit is to explain each of these sampling 

methods in detail. We will learn how these methods work, when to 

use them, and their specific strengths and weaknesses. 

Understanding the right method to use is very important for any 

researcher because the accuracy of the research findings depends 

largely on the way the sample is chosen. 

By the end of this unit, learners will be able to identify and apply 

suitable sampling techniques for different types of research 

problems. They will also be able to compare the methods based on 

their usefulness and practical challenges, helping them make better 

research decisions in the future. 

 

11.2: Objectives  
After going through this unit, you will be able-  

 know the various types of sampling methods,  
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 understand the concept and application of Probability 

sampling,  

 discuss the merits and demerits of various probability 

sampling methods,  

 understand the concept and application of Non-Probability 

sampling,  

 discuss the merits and demerits of various Non probability 

sampling methods. 

 

11.3: Probability Sampling Methods  

Probability sampling is a sampling technique where each element 

(or member) of the population has a known chance of being 

selected. This method is highly valued in research because it ensures 

that the sample is representative of the larger population, reducing 

biases and allowing researchers to make valid generalizations. Since 

every unit has a calculable probability of selection, the results 

obtained through probability sampling can be analyzed statistically 

to estimate population parameters and margins of error. 

There are different methods of probability sampling, each with its 

own strengths and best-use scenarios. The major types include 

Simple Random Sampling, Systematic Sampling, Stratified 

Sampling, and Cluster Sampling (along with Multistage Sampling). 

Let us explore them in detail. 

 

11.3.1:  Simple Random Sampling  

Simple Random Sampling (SRS) is one of the most fundamental 

methods of probability sampling. It ensures that every element of 

the population has an equal and independent chance of being 

selected. Because of its simplicity and fairness, SRS is often 
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considered the starting point for understanding more complex 

sampling methods. Researchers prefer this technique when they 

want to eliminate selection bias and make sure their sample 

represents the overall population accurately. 

  a) Concept and Procedure: In Simple Random Sampling, the 

main idea is to give each unit in the population an equal opportunity 

to be chosen. The process typically begins with identifying the 

complete list of the population — this list is known as the sampling 

frame. Once the sampling frame is prepared, each unit is assigned a 

unique number. Then, using a random method such as drawing lots, 

using a random number table, or employing a computer-based 

random number generator, the required number of units is selected. 

The procedure ensures that no personal judgment or external factor 

influences the selection of the sample. Simple Random Sampling 

can be conducted either manually (like lottery methods) or 

electronically (using statistical software). 

b) With and Without Replacement: Simple Random 

Sampling can be performed with replacement or without 

replacement, depending on the needs of the study. 

 With Replacement: After selecting an element, it is returned 

to the population list and can be selected again. For example, 

if a researcher is selecting three students from a class of 50, 

and after choosing the first student, the name is placed back, 

the same student could be chosen again. This approach is 

less common in practice but is sometimes used in theoretical 

research. 

 Without Replacement: After selecting an element, it is 

removed from the population list and cannot be selected 

again. For instance, in selecting three students from the same 

class, once a student is chosen, they are excluded from 
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further selection rounds. This method is more common as it 

ensures that each selected individual is unique, which is 

often necessary in real-world research scenarios. 

c) Advantages and Limitations: Simple Random Sampling 

offers several important advantages: 

 Unbiased Selection: Since every element has an equal 

chance of being chosen, the sample is free from selection 

bias. 

 Easy Statistical Analysis: Results obtained from SRS can be 

analyzed easily using standard statistical methods, and errors 

can be estimated accurately. 

 Simple and Clear Procedure: The method is straightforward 

to understand and implement, making it ideal for teaching 

purposes and for small populations. 

 Representative Sample: If the population is homogeneous, 

simple random sampling often yields a highly representative 

sample. 

However, Simple Random Sampling also has its limitations: 

 Complete List Required: It is essential to have a complete 

and accurate list of the population, which may be difficult or 

expensive to obtain for large groups. 

 Impractical for Large Populations: For large or 

geographically dispersed populations, implementing SRS 

can be costly, time-consuming, and logistically challenging. 

 Possibility of Unrepresentative Samples: In some cases, 

especially with smaller sample sizes, the method may 

randomly select a sample that is not fully representative of 

the population’s diversity. 
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 Not Always Efficient: Compared to methods like stratified 

sampling, SRS may require a larger sample size to achieve 

the same level of precision when dealing with heterogeneous 

populations. 

 

11.3.2 Systematic Sampling  

Systematic Sampling is a simple and structured method of 

probability sampling where selection follows a fixed, periodic 

pattern. After a random starting point is chosen, every k-th element 

in the population list is selected. This method is often used when the 

population elements are arranged in an order and a complete list is 

available. Systematic sampling is popular because it combines the 

benefits of randomness with the ease of execution, especially in 

large populations. 

a) Concept and Procedure: In Systematic Sampling, the 

researcher first needs a complete and ordered list of the population. 

The first step is to determine the sampling interval (k) by dividing 

the total population size (N) by the desired sample size (n). Then, a 

random starting point is selected between 1 and k. From that point 

onward, every k-th unit is chosen until the required sample size is 

achieved. For example, if a company has 1000 employees and needs 

a sample of 100, the sampling interval k would be 10 (1000/100). If 

the random start is 7, the selected employees would be the 7th, 17th, 

27th, 37th, and so on. Systematic sampling is efficient and reduces 

the time and effort compared to listing and choosing each sample 

individually through purely random methods. 

b) Conditions for Effective Use: For systematic sampling to 

be effective, several conditions should be met. Firstly, the 

population should be homogeneous or at least not ordered in a way 

that relates to the sampling interval. If there is a periodic pattern in 
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the population list that matches the sampling interval, it can lead to 

biased samples. For instance, if every 10th item in the list shares a 

common characteristic, using an interval of 10 would over-represent 

that characteristic. Secondly, the list should be complete and 

accurate to avoid missing any units. Finally, systematic sampling 

works best when the researcher is confident that the ordering of 

elements is either random or unrelated to the characteristic being 

measured. 

c) Advantages and Limitations: Systematic Sampling offers 

several advantages: 

 Simple and Quick to Implement: Once the sampling interval 

and starting point are determined, the process is mechanical 

and straightforward. 

 Evenly Distributed Sample: The method ensures that the 

sample is spread uniformly over the population, which can 

improve representation. 

 Less Time-Consuming: Compared to simple random 

sampling, it requires fewer resources and less administrative 

effort. 

 Useful for Large Populations: It is particularly efficient 

when dealing with large-scale studies where a full list of the 

population is available. 

However, Systematic Sampling also has some limitations: 

 Risk of Bias: If the ordering of the population has a pattern 

matching the sampling interval, the sample may be biased 

and unrepresentative. 

 Requires a Full List: A complete and up-to-date list of the 

population is necessary, which may not always be available. 
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 Less Random than SRS: After the first random start, the rest 

of the selections are fixed, reducing the overall randomness 

of the sample. 

 Not Suitable for Highly Heterogeneous Populations: If the 

population is highly diverse and ordered by some 

characteristic, systematic sampling might miss important 

variations. 

 

11.3.3 Stratified Sampling 

Stratified Sampling is a probability sampling method where the 

population is divided into smaller, more homogenous groups known 

as strata, based on certain shared characteristics. Then, samples are 

drawn from each stratum either proportionally or equally. This 

technique is particularly useful when the population is 

heterogeneous, and the researcher wants to ensure that all key 

subgroups are adequately represented in the final sample. Stratified 

sampling improves the precision and reliability of results by 

reducing sampling error compared to simple random sampling. 

 a) Concept and Types: The basic idea behind Stratified Sampling is 

to group the population into strata based on specific attributes such 

as age, income, education, or occupation, which are important for 

the research. Once the population is divided, a simple random 

sample is taken from each group. There are two main types of 

stratified sampling: 

 Proportional Stratified Sampling: In this method, the size of 

the sample taken from each stratum is proportional to the 

size of the stratum in the population. For example, if 30% of 

a company’s workforce is from the sales department, 30% of 

the sample will also come from sales. 
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 Disproportionate Stratified Sampling: Here, the sample sizes 

from different strata are not proportional to their population 

sizes. Instead, researchers may deliberately over-sample 

smaller strata to ensure adequate data for analysis, especially 

when some groups are small but critically important to the 

study. 

b) Application in Heterogeneous Populations: Stratified Sampling is 

particularly effective when the population is heterogeneous, 

meaning there are clear differences among individuals. For instance, 

if a researcher wants to study customer satisfaction across different 

income levels, and income varies widely in the population, stratified 

sampling ensures that each income group is properly represented. 

Without stratification, random sampling might accidentally under-

represent smaller or minority groups, leading to biased results. By 

carefully designing strata based on relevant factors, researchers can 

obtain more detailed insights and make more accurate comparisons 

across subgroups. 

c) Advantages and Limitations: Stratified Sampling offers several 

key advantages: 

 Improved Accuracy: By ensuring that all relevant groups are 

included, the method increases the precision of estimates 

compared to simple random sampling. 

 Better Representation: Even small but important groups 

within the population are adequately represented, avoiding 

bias. 

 Comparative Analysis: It allows easy comparison between 

different subgroups within the population. 

 Efficient Use of Resources: Especially when using 

disproportionate sampling, it enables better allocation of 

resources to study critical subgroups. 
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However, there are also limitations: 

 Requires Detailed Population Information: Researchers must 

have prior knowledge of important population characteristics 

to create appropriate strata. 

 Complex to Design: Dividing the population and 

determining the right sampling method (proportional or 

disproportionate) can be time-consuming and complicated. 

 Risk of Misclassification: If individuals are incorrectly 

assigned to strata, the results may be biased. 

 Higher Cost: The process of stratification and separate 

sampling from each stratum can increase the cost and effort 

compared to simpler methods. 

 

11.3.4: Cluster Sampling 

Cluster Sampling is a probability sampling technique where the 

population is divided into groups, known as clusters, and a random 

sample of these clusters is selected for study. Instead of sampling 

individuals directly, the researcher samples entire clusters. This 

method is particularly useful when the population is large, widely 

dispersed, or difficult to list completely. Cluster sampling simplifies 

fieldwork, reduces cost, and is often used in large-scale surveys, 

especially when creating a full list of individuals is impractical. 

a) When and Why Used: Cluster Sampling is typically used 

when it is geographically impractical or too costly to create a 

complete sampling frame of all individuals. It is often applied in 

national surveys, educational research, or healthcare studies. For 

instance, if a researcher wants to study school children across a 

country, instead of listing every child, schools (clusters) can be 

randomly selected, and all or some students from those schools are 
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surveyed. Cluster sampling is chosen to save time and resources, 

especially when populations are naturally grouped, and travel or 

communication costs are high. It is also useful when administrative 

boundaries (such as villages, districts, or schools) are convenient for 

sampling. 

b) Steps Involved: The steps involved in Cluster Sampling 

are systematic and straightforward. First, the population is divided 

into clusters based on natural groupings, like neighborhoods, 

schools, or hospitals. Then, a random selection of clusters is made 

from the list. Depending on the study design, either all units within 

selected clusters are surveyed (single-stage cluster sampling) or a 

random sample of units within each selected cluster is chosen 

(multistage sampling). In multistage sampling, there is sampling at 

more than one level — first selecting clusters, and then selecting 

individuals within those clusters. Finally, data is collected from the 

chosen units, and results are analyzed with attention to the clustering 

effect. 

c) Difference between Cluster and Stratified Sampling: There 

are important differences between cluster and stratified sampling: 

 Basis of Grouping: In stratified sampling, groups (strata) are 

created based on similarities (e.g., income level), whereas in 

cluster sampling, groups are natural groupings and may be 

heterogeneous within. 

 Selection Process: In stratified sampling, units are selected 

individually from every stratum. In cluster sampling, entire 

clusters are selected randomly, and either all or some units 

within the cluster are surveyed. 

 Goal: Stratified sampling ensures better representation of 

specific characteristics, while cluster sampling focuses on 
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convenience and cost-saving in large or dispersed 

populations. 

 Homogeneity vs. Heterogeneity: Strata are internally 

homogeneous, while clusters can be internally heterogeneous 

but collectively homogeneous to represent the population. 

d) Advantages and Limitations: Cluster Sampling offers several 

advantages: 

 Cost-Effective and Time-Saving: It significantly reduces 

travel, administrative costs, and efforts, especially for large 

and scattered populations. 

 Practical for Large Populations: It is feasible when a 

complete list of individuals is difficult to create. 

 Convenient Organization: Clusters often align with existing 

administrative divisions, making organization and data 

collection easier. 

However, it also has some limitations: 

 Higher Sampling Error: Since clusters might not represent 

the full diversity of the population, sampling error tends to 

be higher compared to simple or stratified sampling. 

 Risk of Homogeneity within Clusters: If clusters are too 

similar internally, the sample may not capture the full 

variability of the population. 

 Complex Analysis: Statistical analysis must adjust for the 

clustering effect, which can complicate data interpretation. 

 Dependence on Cluster Quality: The success of the method 

depends heavily on how well the clusters represent the 

overall population. 
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11.3.5: Area Sampling, Multistage Sampling and Sequential 
Sampling:  

 Area Sampling: Area Sampling is a special form of cluster 

sampling where the clusters are defined based on geographic 

areas, such as villages, districts, city blocks, or regions. 

Instead of creating artificial groups, the natural division of 

the population by geography is used as the basis for 

sampling. In area sampling, large geographical regions are 

divided into smaller units, and a random selection of these 

areas is made. Then, individuals or households within the 

selected areas are surveyed. 

For example, if a researcher wants to study consumer 

behavior in a country, they may first divide the country into 

states, select a few states randomly, then choose certain 

districts within those states, and finally survey individuals 

from selected districts. Area sampling is particularly useful 

when a population is very large, spread out over a wide area, 

and it is difficult or too expensive to create a complete list of 

all individuals. It saves time, travel cost, and effort by 

focusing only on certain locations. However, it is important 

to ensure that selected areas are representative of the entire 

population to avoid bias. 

 Multistage Sampling: Multistage Sampling is an extension of 

cluster and area sampling where the sampling is done in 

multiple stages, using smaller and smaller units at each 

stage. Instead of selecting final respondents directly from the 

whole population, a researcher first selects large groups, then 

selects smaller groups within those groups, and finally 

selects individuals. For example, in a multistage sampling 

process to study education levels across a country, the 

researcher might first randomly select states, then within 
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those states select districts, within districts select schools, 

and finally within schools select students. At each stage, 

sampling is done randomly. This method is especially useful 

when the population is very large and spread out. It helps in 

managing resources efficiently and organizing the study 

better. Multistage sampling is flexible because the sampling 

method can be different at each stage — for instance, 

clusters in the first stage, stratified sampling in the second, 

and simple random sampling in the final stage. However, 

like cluster sampling, multistage sampling can have higher 

sampling errors if the stages are not carefully planned. 

 Sequential Sampling: Sequential Sampling is a different kind 

of sampling technique mainly used when decisions about 

continuing or stopping the sampling process are made while 

the data collection is ongoing. In sequential sampling, the 

sample size is not fixed at the start. Instead, researchers 

collect data one by one (or in small groups) and analyze the 

results continuously. Based on the findings, they decide 

whether more data is needed or if enough information has 

been collected to reach a conclusion. 

This method is common in quality control and clinical trials. 

For example, if a company is checking the quality of its 

products, it may inspect a few items, and if they meet quality 

standards, the inspection stops. If not, more items are tested. 

Sequential sampling is efficient because it can save time and 

resources by stopping the process early when a clear 

decision can be made. It also reduces unnecessary data 

collection. However, it requires careful statistical planning 

and real-time analysis, which can make it complex to 

manage. 
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 Area Sampling focuses on selecting geographical areas, Multistage 

Sampling involves sampling in multiple levels from large groups to 

individuals, and Sequential Sampling allows decision-making 

during the data collection process itself. Each method has its own 

strengths and is chosen based on the nature of the population, 

research objectives, available resources, and the need for flexibility. 

While Area and Multistage Sampling are particularly useful for 

large, spread-out populations, Sequential Sampling is more suited 

for situations where quick decision-making is crucial based on 

ongoing data. 

 

Check Your Progress 

1. What is the key feature of probability sampling? 

2. Mention any two merits of simple random sampling. 

3. Define systematic sampling with an example. 

4. What is the main purpose of stratified sampling? 

5. Differentiate between cluster sampling and stratified sampling. 

6. State one advantage of multistage sampling. 

 

11.4: Non-Probability Sampling Methods:  

In research, the process of sampling is crucial for gathering data and 

making inferences about a population. Non-probability sampling 

refers to a category of sampling techniques where not every 

individual in the population has a known or equal chance of being 

selected. These methods rely on the researcher's judgment or ease of 

access to subjects rather than randomization. Non-probability 

sampling is commonly used in qualitative research, pilot studies, 

and exploratory analysis, where the aim is not generalizability but 

gaining insight, forming hypotheses, or conducting preliminary 

testing. Key types of non-probability sampling include convenience 
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sampling, purposive sampling, quota sampling, and snowball 

sampling. 

 

11.4.1: Convenience Sampling 

Convenience sampling is a type of non-probability sampling where 

the sample is drawn from a part of the population that is close at 

hand, easy to access, and willing to participate. The researcher 

selects participants who are convenient to reach, such as classmates, 

colleagues, nearby residents, or online respondents. This method is 

commonly used in early-stage research where the goal is to obtain 

quick, inexpensive, and readily available data. Although 

convenience sampling lacks randomness and representativeness, it is 

practical for preliminary analysis, pilot studies, or when time and 

resources are constrained. It is widely used in academic, social 

science, and market research. 

a) Use of Convenience Sampling:  Convenience sampling is widely 

used in situations where quick and low-cost data collection is a 

priority. It is especially helpful in exploratory research or pilot 

studies where the purpose is to gain initial insights rather than to 

generalize results. For example, a university student conducting a 

research project might collect data from classmates or friends 

because they are easy to approach. In marketing research, 

companies often survey walk-in customers or website visitors to 

understand customer satisfaction. In healthcare studies, researchers 

may survey patients who are already visiting a clinic. Convenience 

sampling is also used in online surveys, where respondents self-

select by clicking on survey links. This method is practical for 

researchers with limited time, funding, or access to a broader 

population. Despite its limitations in statistical validity, it serves as a 
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useful tool for hypothesis generation and preliminary observations 

that can be tested later using more rigorous sampling methods. 

 b) Advantages and Limitations of Convenience Sampling: 

The following points highlight the advantages of Convenience 

Sampling: 

1. Ease of Use: Convenience sampling is simple and quick to 

implement since it involves selecting participants who are 

readily available. 

2. Cost-effective: This method saves money as there is no need 

for elaborate sampling procedures, travel, or extensive 

recruitment strategies. 

3. Time-saving: Researchers can collect data rapidly, which is 

particularly useful when dealing with tight deadlines or 

urgent research needs. 

4. Ideal for Pilot Studies: It is highly effective for preliminary 

studies or testing research instruments before a full-scale 

survey. 

5. Accessibility: It allows researchers to gather responses even 

when the population is difficult to define or access 

completely. 

6. Useful in Early Research Stages: Convenience sampling 

provides basic insights that help form research questions and 

guide further investigation. 

The following points highlight the limitations of Convenience 

Sampling 

1. Sampling Bias: Since participants are selected based on 

accessibility, the sample may not be representative of the 

target population. 
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2. Lack of Generalizability: Findings from convenience 

samples cannot be confidently generalized to the larger 

population due to non-random selection. 

3. Homogeneity Risk: There is a chance that respondents may 

share similar characteristics (e.g., socio-economic 

background), reducing the diversity of opinions. 

4. Voluntary Response Bias: Individuals who are readily 

available or willing to respond might have different views 

compared to those who are not, leading to biased results. 

5. Credibility Concerns: In academic or policy research, 

findings based on convenience sampling may be viewed as 

less reliable or rigorous. 

6. Limited Control: Researchers may have little control over 

who participates, affecting the consistency and relevance of 

responses. 

 

11.4.2: Judgmental or Purposive Sampling 

Judgmental or purposive sampling is a non-probability sampling 

technique where the researcher deliberately selects individuals, 

groups, or cases that are most beneficial for the research. Instead of 

relying on random selection, the researcher uses their judgment, 

knowledge, and expertise to identify participants who can provide 

the most relevant and insightful information. This method is 

commonly used in qualitative research, case studies, and exploratory 

analysis where in-depth understanding is prioritized over 

generalization. Purposive sampling ensures that only those 

individuals who meet specific criteria or possess particular 

characteristics relevant to the research objectives are included in the 

sample. 
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a) Concept and Application: Purposive sampling is based on 

the idea that certain individuals are more suitable for a study 

because of their experience, role, knowledge, or unique 

position. The sample is selected intentionally with a clear 

purpose related to the qualities the participants possess. The 

goal is not to produce a statistically representative sample 

but to concentrate on individuals who can provide detailed 

and rich information that addresses the research questions 

effectively. 

Purposive sampling is widely used in fields like education, 

healthcare, social sciences, and business research. For example, a 

study exploring leadership practices might purposively select CEOs 

or senior managers. In healthcare, researchers studying rare diseases 

may select patients with specific conditions. Similarly, policy 

evaluations often purposively sample stakeholders, experts, or 

officials directly involved in the program. Purposive sampling is 

especially useful when working with a limited or specialized 

population, or when case study research, ethnographic studies, or 

grounded theory methodologies are applied. 

b) Subtypes: Expert Sampling and Typical Case Sampling 

1. Expert Sampling: In expert sampling, participants are selected 

based on their recognized expertise in a particular area. Researchers 

intentionally seek out individuals who have specialized knowledge, 

credentials, or experience that is critical to understanding the 

research problem. Example: Interviewing senior doctors to study the 

effectiveness of a new medical procedure. 

2. Typical Case Sampling: Typical case sampling focuses on 

selecting participants who are considered average or representative 

of a larger group. The aim is to understand the normal or typical 

patterns within a population rather than the extremes. 
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Example: Studying the purchasing behavior of a middle-income 

urban household to generalize insights about average consumers. 

C) Advantages and Limitations  

The following points highlight the advantages of Purposive 

sampling: 

1. Focused and Relevant Data Collection: Participants are 

selected for their ability to provide specific, valuable 

information directly related to the research problem. 

2. Efficient Use of Resources: Since the researcher targets 

specific individuals, time and resources are not wasted on 

irrelevant or uninformed participants. 

3. Ideal for Specialized Research: Useful when researching 

rare, difficult-to-access, or specialized populations where 

random sampling is impractical. 

4. Enhances Depth of Understanding: Rich, detailed, and 

context-specific insights can be obtained from 

knowledgeable participants. 

5. Flexibility: Allows researchers to adjust sampling strategies 

based on new information or developments during the 

research process. 

The following points highlight the limitations of Purposive 

sampling: 

1. Risk of Researcher Bias: The selection of participants based 

on the researcher’s judgment can introduce bias and affect 

the objectivity of the study. 

2. Lack of Generalizability: Findings from purposive sampling 

cannot be generalized to the entire population since it is not 

based on random selection. 



209 
 

3. Difficult to Replicate: Other researchers may not be able to 

reproduce the sample or results due to the subjective 

selection process. 

4. Limited Credibility in Quantitative Research: In quantitative 

or large-scale studies, purposive sampling may be seen as 

less rigorous compared to probability sampling. 

5. Dependence on Researcher’s Expertise: The quality and 

relevance of the sample heavily depend on the researcher's 

ability to correctly identify suitable participants. 

 

11.4.3: Quota Sampling 

Quota sampling is a non-probability sampling technique where the 

researcher divides the population into exclusive subgroups and then 

selects participants from each group to meet a predefined quota. The 

goal is to ensure representation of certain characteristics such as age, 

gender, income level, education, etc., in the sample, even though 

participants within each group are not chosen randomly. This 

method is similar in concept to stratified sampling, but instead of 

using random selection within strata, the selection is based on 

convenience or judgment. Quota sampling is widely used in market 

research, opinion polls, and social surveys where demographic 

representation is crucial but probability sampling may not be 

feasible due to cost or time constraints. 

a) Application of Quota Sampling 

Quota sampling is commonly applied in areas where specific 

demographic representation is required for meaningful results. For 

example, in consumer behavior studies, researchers may want to 

ensure that the sample includes a balanced proportion of male and 

female respondents or individuals from different income groups. In 
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political polling, quotas might be set based on region, age, and 

voting history to reflect the general population. Educational 

researchers might use quota sampling to include students from 

different academic streams or performance levels. This method is 

especially useful when time is limited, and the population is large 

and diverse. By setting quotas, researchers can mimic the structure 

of the population and obtain insights that are more reflective of 

different segments of society, even if the sampling process is not 

randomized. 

b) Advantages and Limitations of Quota Sampling 

The following points highlight the advantages of Quota Sampling: 

1. Ensures Representation of Key Subgroups: Quota sampling 

helps include individuals from different segments of the 

population, leading to more balanced and diverse responses. 

2. Cost-effective and Time-saving: It is cheaper and quicker 

than probability sampling since participants are selected 

based on convenience once quotas are set. 

3. Simple to Implement: The method is easy to administer, 

especially in field surveys or online platforms, as researchers 

just need to meet quota targets. 

4. Useful When Sampling Frame is Not Available: Quota 

sampling can be used effectively even when a complete list 

of the population (sampling frame) is not accessible. 

 

The following points highlight the limitations of Quota Sampling: 

1. No Randomization Within Groups: The absence of random 

selection can introduce bias, as participants may be chosen 

based on ease of access rather than randomness. 
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2. Limited Generalizability: Since the sample is not truly 

random, findings cannot be confidently generalized to the 

broader population. 

3. Risk of Interviewer Bias: Interviewers may unconsciously 

select respondents who are easier to approach or more 

cooperative, influencing the study outcomes. 

4. May Overlook Important Variability: By focusing on 

specific quotas, researchers may neglect other relevant 

characteristics that could influence the results. 

 

11.4.4: Snowball Sampling 

Snowball sampling is a non-probability sampling technique often 

used when the target population is hard to identify or reach. In this 

method, existing study participants help recruit future participants 

from among their acquaintances or networks. The sample thus 

grows progressively, much like a snowball rolling and gathering 

size. Snowball sampling is particularly useful in studying hidden, 

rare, or stigmatized populations—such as drug users, refugees, or 

individuals with rare diseases—where direct access is limited. It is 

widely applied in qualitative research, case studies, and exploratory 

investigations. 

a) Application of Snowball Sampling: Snowball sampling is 

commonly applied in research involving sensitive topics, hard-to-

reach groups, or communities with strong internal networks. For 

instance, in social research studying undocumented migrants or 

people involved in underground economies, initial respondents are 

asked to refer others who meet the study criteria. This method is 

also helpful in organizational studies where researchers are 

interested in expert opinion and can access new participants through 

professional referrals. In healthcare studies, it is used to identify 
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patients with rare conditions or members of specific support groups. 

It is also valuable in network analysis, where the goal is to trace 

relationships or information flows among people. 

b) Advantages and Limitations of Snowball Sampling 

The following points highlight the advantages of Snowball 

Sampling 

1. Effective for Hard-to-Reach Populations: Ideal for accessing 

populations that are small, hidden, or stigmatized, where 

traditional sampling is impractical. 

2. Cost-efficient and Practical: Reduces time and costs 

associated with identifying and recruiting participants 

through formal channels. 

3. Leverages Trust and Networks: Participants are more likely 

to cooperate when referred by someone they trust, increasing 

response rates and data quality. 

4. Helpful for Network Studies: Particularly useful in studies 

that aim to explore social networks, relationships, and 

community dynamics. 

The following points highlight the limitations of Snowball Sampling 

1. Sampling Bias: Since participants are selected through 

networks, there's a risk of over-representing certain traits or 

groups, limiting diversity. 

2. Lack of Generalizability: As it is not based on random 

selection, the findings cannot be generalized to the wider 

population. 

3. Dependence on Initial Participants: The quality and direction 

of the sample are heavily influenced by the first few 

respondents (seeds), which may skew the results. 
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4. Confidentiality Risks:  In sensitive studies, participant 

referrals may compromise anonymity or make individuals 

uncomfortable being approached. 

 

Check Your Progress 

1. What is convenience sampling? 

2. Mention two uses of purposive sampling. 

3. How does quota sampling ensure subgroup representation? 

4. In which cases is snowball sampling most appropriate? 

 

11.5:  Summing Up  

This unit provides a comprehensive overview of sampling methods 

in research, focusing on both probability and non-probability 

sampling techniques. In probability sampling, every member of the 

population has a known and equal chance of being selected, 

ensuring statistical representativeness. Key methods discussed 

include Simple Random Sampling, where each unit is chosen purely 

by chance; Systematic Sampling, which involves selecting every nth 

unit from a list; and Stratified Sampling, where the population is 

divided into homogeneous subgroups (strata) for proportionate 

sampling. Additionally, Cluster Sampling involves selecting entire 

groups or clusters, often used when populations are geographically 

dispersed. The unit also introduces Area Sampling, Multistage 

Sampling, and Sequential Sampling, which are practical adaptations 

for large-scale or staged research processes, making data collection 

more feasible and cost-effective. 

The unit further elaborates on non-probability sampling methods, 

which are commonly used when a full population list is unavailable 

or when studying specific, hard-to-reach groups. These methods 
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include Convenience Sampling, where easily accessible participants 

are selected; Judgmental or Purposive Sampling, which involves 

selecting participants based on the researcher’s judgment; and Quota 

Sampling, where specific quotas are filled based on characteristics 

such as age, gender, or occupation. Snowball Sampling is 

particularly useful for reaching hidden or rare populations by using 

existing participants to refer others. While non-probability sampling 

lacks generalizability due to the absence of randomization, it is 

highly useful for qualitative, exploratory, or case-based research. 

This unit enables learners to understand when and how to apply 

each sampling method, along with their advantages and limitations. 

 

11.6: Model Questions 

1. Define probability sampling. Discuss its various types with 

suitable examples. 

2. Explain the process and benefits of simple random sampling. 

3. What is systematic sampling? Discuss its procedure and 

limitations. 

4. Describe stratified sampling. How does it differ from cluster 

sampling? 

5. Explain cluster sampling with the help of an example. What 

are its advantages and disadvantages? 

6. Write short notes on area sampling, multistage sampling, and 

sequential sampling. 

7. What is non-probability sampling? Discuss its significance 

in social research. 

8. Define convenience sampling. Explain its use cases, 

advantages, and limitations. 
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9. What is purposive sampling? Describe its types, 

applications, and limitations. 

10. Explain snowball sampling. How is it used in social 

research? Discuss its advantages and limitations. 
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Unit-12  
Data Collection: Primary Data 

 

Unit Structure: 
12.1: Introduction 

12.2: Objectives 

12.3: Types of Data 

12.4: Methods of Collecting Primary Data 

12.5: Advantages of Primary Data 

12.6: Limitations of Primary Data 

12.7: Summing Up 

12.8: Model Questions 

12.9: References and Suggested Readings  

 
12.1: Introduction   

Data collection is one of the most important steps in any research 

process. It refers to the method of gathering information or facts that 

are required to answer research questions or test hypotheses. This 

information is often collected from different sources such as people, 

documents, observations, or experiments. Without data, no research 

work can be carried out meaningfully. Just like raw materials are 

needed to build a house, data is the raw material for research. 

Collecting accurate and reliable data is crucial because the quality of 

data directly affects the results of the research. If the data collected 

is incorrect, incomplete, or misleading, the research findings will 

also be wrong. This can lead to poor decision-making, especially in 

fields like healthcare, education, business, and public policy, where 

research findings are often used to make important decisions. 

The process of data collection plays a central role in research. It 

helps the researcher to connect theory with real-life situations by 
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collecting actual information from the field. It also helps in 

understanding patterns, trends, and relationships among variables. 

Whether the research is scientific, social, or economic in nature, 

good data collection ensures that the conclusions drawn are valid 

and reliable. Therefore, learning how to collect data properly is a 

key skill for every researcher. 

 

12.2: Objectives  

After going through this unit, you will be able to- 

 know the concept of Data collection,  

 understand the different types of data,  

 discuss the methods of collection of primary data, 

 explain the advantages and limitation of primary data. 

 

12.3: Types of Data 

Data is the foundation of any research work, and collecting the right 

type of data is essential for accurate analysis. In general, data can be 

classified into two main types—primary data and secondary data. 

Each type serves a different purpose and is collected in different 

ways. In this section, we shall discuss the meaning, characteristics, 

and sources of primary data.  Secondary data will be discussed in 

detail in the next unit. 

Primary Data: Primary Data refers to the original data that is 

collected directly by the researcher for the first time, specifically for 

the purpose of the current study. It is firsthand information gathered 

from respondents or subjects through methods like surveys, 

interviews, experiments, observations, or questionnaires. One of the 

main characteristics of primary data is that it is original, fresh, and 

highly specific to the researcher’s needs. Since the data is collected 
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directly from the source, it is more reliable and relevant, provided 

the process is conducted properly. Researchers choose to collect 

primary data when existing data is not available, outdated, or not 

suitable for their specific research problem. It is particularly useful 

in studies where detailed, updated, or personal information is 

required. For example, if a researcher wants to study consumer 

behavior in a local market, they may need to directly collect data 

through interviews or questionnaires. The sources of primary data 

include individuals, focus groups, experimental settings, field 

observations, and online or offline surveys. Although collecting 

primary data can be time-consuming and costly, it provides accurate 

and real-time insights tailored to the research objective. 

Secondary Data: Secondary Data, on the other hand, refers to data 

that has already been collected, processed, and made available by 

someone else for a different purpose. It is secondhand data that 

researchers use to support their study without having to gather new 

information themselves. The main characteristics of secondary data 

are that it is easily accessible, cost-effective, and time-saving. 

However, it may not always perfectly match the current research 

needs and can sometimes be outdated or biased depending on the 

original source. Researchers often begin with secondary data to get 

background information, develop hypotheses, or compare with 

primary findings. It is especially useful when conducting historical, 

trend, or large-scale analyses. Common sources of secondary data 

include government publications and reports (like census data and 

economic surveys), academic journals and books, research papers, 

statistical databases (such as World Bank or IMF data), newspapers, 

magazines, websites, and reports from institutions, NGOs, and 

private companies. Although secondary data is convenient, the 

researcher must critically assess the quality, credibility, and 

relevance of the data before using it in their study. 
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12.4: Methods of Collecting Primary Data  

Once a researcher decides to collect original data for their study, 

choosing the right method becomes crucial. There are several 

techniques available for collecting primary data, each suitable for 

different types of research objectives and contexts. The choice of 

method depends on factors like the nature of the study, the target 

population, resources available, and the type of information 

required. In this section, we shall discuss the commonly used 

methods for collecting primary data, such as observation, 

interviews, questionnaires, surveys, focus group discussions, 

experiments, and case studies. 

 Observation Method: The observation method involves 

directly watching and recording the behaviour, actions, or 

events of individuals or groups as they occur in a natural or 

controlled setting. It is often used in studies related to human 

behaviour, social interactions, or physical settings. This 

method is particularly useful when the researcher wants to 

understand what people do, rather than what they say they 

do. There are different types of observation: participant 

observation, where the researcher becomes part of the group 

being studied, and non-participant observation, where the 

researcher remains detached. Observations can also be 

structured, with specific plans and checklists, or 

unstructured, where the researcher freely records events as 

they happen. For example, a researcher studying classroom 

behaviour may use structured observation with a checklist, 

while a sociologist studying a festival may use unstructured, 

participant observation. The practical utility of this method 

lies in its ability to provide real-time, natural responses, 

although it may be limited by the observer's subjectivity and 

the difficulty of capturing every detail. 
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 Interview Method: The interview method is a face-to-face or 

remote conversation between the researcher and the 

respondent, where information is obtained through direct 

questioning. It is one of the most flexible and widely used 

methods of primary data collection. Interviews allow the 

researcher to gather in-depth information, understand 

attitudes and opinions, and clarify doubts on the spot. There 

are three main types of interviews: structured interviews, 

where a set of fixed questions is asked in a specific order; 

semi-structured interviews, which allow some flexibility in 

questioning; and unstructured interviews, which are open-

ended and conversational in nature. Structured interviews are 

easier to analyze, while unstructured ones are more suitable 

for exploratory research. Interviews are particularly useful 

when dealing with complex topics or when the literacy level 

of respondents is low. However, interviews can be time-

consuming and may suffer from interviewer bias or 

respondent reluctance to share truthful information. 

 Questionnaire Method: The questionnaire method involves 

collecting data by asking respondents to answer a series of 

written questions. It is a popular and economical way of 

collecting primary data, especially when dealing with a large 

group of people. Questionnaires can be administered in 

person, by post, online, or via mobile apps. They can contain 

closed-ended questions (with fixed response options) or 

open-ended questions (where respondents can write their 

own answers). While closed-ended questions are easier to 

analyze and compare, open-ended ones provide richer, 

qualitative insights. A well-designed questionnaire should be 

clear, concise, unbiased, and easy to understand. It should 

include a logical flow of questions and avoid technical 
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jargon. To increase the response rate, the researcher must 

ensure the confidentiality of responses and keep the 

questionnaire length reasonable. Although this method is 

cost-effective and quick, its limitations include low response 

rates and the inability to clarify doubts if the respondent 

misinterprets a question. 

 Survey Method: The survey method is a systematic way of 

collecting data from a large number of respondents, usually 

through questionnaires or interviews. It is commonly used in 

descriptive and correlational research to understand people's 

opinions, preferences, behaviours, or demographic 

characteristics. Surveys can be conducted in various forms—

face-to-face, telephone-based, mailed, or online—depending 

on the target audience and available resources. The key steps 

in conducting a survey include defining the objective, 

identifying the target population, designing the 

questionnaire, choosing the sampling method, collecting 

responses, and analyzing the data. Surveys are particularly 

useful in large-scale studies, such as market research, 

opinion polls, and health assessments. Their advantages 

include wide coverage and the ability to generalize results if 

a proper sample is used. However, surveys can be costly and 

time-consuming if conducted in-person, and they may suffer 

from non-response bias if people do not participate or drop 

out halfway. 

  Focus Group Discussion: Focus Group Discussion (FGD) is 

a qualitative data collection method that involves a small 

group of participants (usually 6–12 people) discussing a 

specific topic under the guidance of a trained moderator. The 

group interaction encourages participants to express their 

views, build on each other’s ideas, and sometimes even 
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challenge one another, which leads to deeper insights. The 

moderator plays a crucial role in introducing the topic, 

managing the discussion, and ensuring that all voices are 

heard. FGDs are useful for exploring attitudes, beliefs, and 

motivations, particularly in the early stages of research. For 

instance, companies may use FGDs to understand customer 

perceptions about a new product. This method helps reveal 

not only what people think but also why they think that way. 

However, it may be influenced by dominant personalities in 

the group or social desirability bias, and the findings are not 

statistically generalizable due to the small sample size. 

  Experimental Method: The experimental method is a 

scientific way of collecting data by deliberately manipulating 

one or more variables to observe their effect on other 

variables. In an experiment, the researcher controls the 

conditions and assigns subjects to different groups—usually 

a treatment group and a control group. The variable that is 

manipulated is called the independent variable, while the one 

that is measured for effect is the dependent variable. 

Experiments can be conducted in laboratories (controlled 

environment) or in the field (real-life settings). Laboratory 

experiments offer high control and precision but may lack 

real-world relevance. Field experiments, on the other hand, 

are more natural but harder to control. For example, a 

company might conduct an experiment to test whether a new 

advertisement increases sales. The experimental method is 

highly valued for its ability to establish cause-and-effect 

relationships, but it may involve ethical concerns and 

practical difficulties in controlling all external factors. 

 Case Study Method: The case study method involves an in-

depth and detailed examination of a single case or a small 
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number of related cases. It is often used in social sciences, 

business research, and education to gain a deep 

understanding of complex issues in their real-life context. A 

case can be an individual, a group, an organization, an event, 

or a community. This method allows researchers to explore 

the causes, processes, and consequences of a phenomenon 

with rich contextual information. Case studies are 

particularly useful in exploratory and explanatory research, 

where the aim is to understand “how” and “why” questions. 

For instance, a case study of a successful rural development 

program can help identify the key factors behind its success. 

While this method provides valuable qualitative insights and 

allows flexibility, it has limitations such as the inability to 

generalize findings to a wider population and the potential 

for researcher bias in interpreting data. 

 

Check   Your Progress 

1. What are different types of data?          

2. What is Primary data? 

3. What is Secondary data?  

4. Name the methods of collecting primary data?  

5. What is the main purpose of the observation method in data 

collection? 

6. What type of data is typically gathered through the interview 

method? 

7. What is the key feature of the questionnaire method? 

8. What is the main advantage of using the survey method? 

9. What is a focus group discussion used for in research? 

10. What is the main characteristic of the experimental method? 

11. What type of research is best suited for the case study method? 
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12.5: Advantages of Primary Data  

The following points highlight the advantages of primary data:  

 Originality and Specificity: One of the biggest advantages of 

primary data collection is that the data is original and 

collected directly by the researcher. This means it is specific 

to the research topic and is tailored to meet the exact 

objectives of the study. Since the data is collected for the 

first time, it is not influenced or altered by other researchers 

or previous studies. This gives the researcher a fresh and 

unique perspective on the problem being studied, which adds 

value to the overall research outcome. 

 Relevance to Research Objectives: Primary data is collected 

with a clear purpose in mind. The questions, methods, and 

tools used are all designed to gather information that is 

directly relevant to the research objectives. This ensures that 

the data supports the study’s goals effectively. For instance, 

if a researcher is studying customer satisfaction, the 

questions in a survey can be framed to address specific 

aspects like service quality, product features, or price 

satisfaction. This high level of relevance improves the 

quality of the analysis and the usefulness of the findings. 

 Up-to-date and Contextual: Since primary data is collected at 

the time of the study, it reflects the most recent and current 

situation. This makes the data up-to-date and more accurate, 

especially in fast-changing fields like technology, market 

trends, or consumer behavior. It also takes into account the 

context in which the data is collected—such as location, 

time, and environment—which adds depth and meaning to 

the information. For example, collecting data from farmers 
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during the harvest season can provide real-time insights into 

agricultural practices. 

 Greater Control over Data Quality: When collecting primary 

data, the researcher has full control over the process—from 

selecting the respondents to choosing the data collection 

tools and techniques. This allows the researcher to ensure 

that the data is collected carefully and systematically, which 

improves its accuracy and reliability. The researcher can also 

check for errors, clarify doubts, and ensure that all responses 

are complete. This level of control reduces the chances of 

bias and increases the trustworthiness of the data. 

 Enhanced Confidentiality and Ownership: Another major 

benefit of primary data is that the researcher owns the data 

collected. This means the information is not shared with 

others unless the researcher chooses to do so. It also ensures 

confidentiality, especially when dealing with sensitive topics 

like health, income, or personal behavior. Since the data is 

not publicly available, the researcher can maintain privacy 

and ethical standards. Furthermore, ownership of the data 

allows the researcher to use it for further studies, 

publications, or presentations without legal restrictions. 

 

12.6: Limitations of Primary Data  

While primary data collection offers several advantages, it also has 

its own set of limitations. These challenges can affect the efficiency, 

cost, and reliability of the data gathering process. Researchers must 

carefully plan and be aware of these limitations before deciding to 

collect primary data. Below are some common drawbacks 

associated with collecting primary data. 
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 Time-consuming and Expensive: One of the main drawbacks 

of primary data collection is that it takes a lot of time and 

money. From designing questionnaires and conducting 

interviews to visiting different locations and entering data, 

the entire process can be slow and costly. For example, a 

survey covering different cities may take weeks or even 

months to complete, and it may require travel, printing, and 

communication costs. This makes primary data collection 

less suitable for studies with limited time or budget. 

 Requires Trained Personnel and Planning: Collecting 

primary data is not as simple as asking a few questions—it 

requires detailed planning and trained personnel. The 

research team must be skilled in designing questions, 

interacting with respondents, and using tools like surveys or 

observation checklists. Without proper training, the data 

collected may be inaccurate or incomplete. Planning also 

involves deciding the sample size, method of data collection, 

and ethical procedures, all of which require careful 

coordination and expertise. 

 Accessibility and Ethical Issues: Sometimes, it can be 

difficult to access the people or places from which the 

researcher wants to collect data. Certain populations—such 

as children, people in remote areas, or vulnerable groups—

may be hard to reach or require special permissions. In such 

cases, ethical considerations become important. Researchers 

must ensure that participants give informed consent and that 

their privacy is protected. Failure to follow these ethical 

guidelines can lead to legal or academic problems. 

 Possibility of Bias and Non-responsiveness: Even though 

primary data is original, it is still at risk of bias. Respondents 
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may give socially desirable answers or may not be 

completely honest. In interviews or focus groups, the 

presence or attitude of the researcher may influence the 

responses. There is also the issue of non-responsiveness, 

where people refuse to participate or leave questions 

unanswered. This affects the completeness and 

representativeness of the data, leading to misleading 

conclusions. 

 Difficulty in Large-scale Data Collection: Conducting 

primary data collection on a large scale, such as nationwide 

surveys or international studies, can be very challenging. It 

requires significant coordination, funding, and manpower. 

The larger the sample size, the more complex the logistics 

become—such as reaching remote locations, managing data 

consistency, and ensuring uniform procedures. This can lead 

to delays and complications in data processing and analysis, 

making large-scale primary data collection a difficult task 

for individual researchers or small institutions. 

 

Check   Your Progress 
1.  Mention two advantages of primary data. 

2. Mention two disadvantages of primary data. 

 

12.7: Summing Up  

This unit explores the foundational concepts of data and the 

methods used to collect primary data in research. Data can broadly 

be classified into two types: primary data and secondary data. 

Primary data refers to information collected firsthand by the 

researcher for a specific purpose, while secondary data refers to 

information that has already been collected and published by others. 
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Primary data is crucial when fresh, specific, and first-hand 

information is required to address the research objectives 

effectively. 

Section 12.4 focuses on the various methods of collecting primary 

data, which include observation, interviews, questionnaires, 

schedules, and surveys. Each method has its unique applications — 

observation is useful for studying behavior and phenomena directly, 

interviews allow in-depth exploration of opinions and attitudes, and 

questionnaires help collect standardized data from a large group. 

Schedules are typically used when enumerators assist respondents in 

filling out forms, while surveys are ideal for covering large 

populations. The choice of method depends on the nature of the 

research, the type of information sought, and available resources. 

Sections 12.5 and 12.6 discuss the advantages and limitations of 

primary data. The advantages include high relevance, accuracy, 

specificity, and the ability to tailor data collection to the exact needs 

of the research. Primary data is especially valuable when secondary 

data is outdated or unavailable. However, there are limitations: 

collecting primary data is often time-consuming, costly, and may 

require significant effort in terms of planning and execution. There 

is also the risk of non-response or bias if the collection process is 

not carefully managed. Understanding these strengths and 

weaknesses helps researchers design more efficient studies and 

choose appropriate data collection strategies. 

 

12.8: Model Questions 

1. Define primary data and distinguish it from secondary data 

with suitable examples. 

2. Explain the various methods used for collecting primary data 

in research. 
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3. Discuss the observation method of collecting primary data, 

along with its merits and demerits. 

4. Describe the interview method of data collection and explain 

when it is most effectively used. 

5. Write a note on the use of questionnaires and schedules in 

primary data collection. 

6. Highlight the main advantages of collecting primary data in 

research. 

7. Discuss the limitations and challenges involved in the 

collection of primary data. 

8. Compare and contrast the survey method with the 

observation method in terms of effectiveness and 

applicability. 

9. Explain how the choice of data collection method depends 

on the nature of the research problem. 

10. Critically evaluate the importance of balancing cost, time, 

and accuracy in primary data collection. 
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Unit-13 
Data Collection: Secondary Data 

 

Unit Structure: 
13.1 Introduction 

13.2: Objectives 

13.3: Meaning of Secondary Data 

13.4: Differences between Primary and Secondary Data 

13.5 Sources of Secondary Data 

13.6 Methods of Collecting Secondary Data 

13.7 Advantages of Secondary Data 

13.8 Limitations of Secondary Data 

13.9 Evaluation and Use of Secondary Data 

13.10 Summing up 

13.11: Model Questions 

13.12: References and Suggested reading  
 

13.1 Introduction  

Secondary data refers to information that has already been collected, 

processed, and published by others. Examples include data from 

government reports, research studies, newspapers, books, company 

records, and online databases. Secondary data plays an important 

role in research because it saves time, effort, and money. 

Researchers can use this data to understand background information, 

support or compare findings from primary data, or even develop 

new research ideas. It is especially useful when large datasets are 

needed or when primary data collection is not possible. However, 

researchers must be careful to check the relevance, reliability, and 

accuracy of the secondary data they use. 

This unit will explain the meaning and definition of secondary data, 

its different sources, and the various methods used to collect it. It 
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will also discuss the advantages of using secondary data, such as 

cost savings and access to vast information, as well as its 

limitations, like possible lack of relevance or outdated information. 

Finally, the unit will cover how to evaluate secondary data carefully 

before using it in research and discuss ethical issues related to its 

use. By the end of this unit, learners will have a clear understanding 

of how to make effective use of secondary data in their own 

research projects. 

 

13.2: Objectives 

After going through this unit, you will be able to- 

 understand the meaning and definition of secondary data, 

 know the difference between Primary data and Secondary 

data, 

 identify and describe the main sources and methods of 

collecting secondary data, 

 discuss the advantages and limitations of using secondary 

data in research. 

 

13.3: Meaning of Secondary Data  

In research, data plays a very important role because it helps 

researchers understand a problem, make decisions, and reach 

meaningful conclusions. Data can be broadly divided into two 

types— primary data and secondary data. Primary data is the 

information that a researcher collects directly from original sources 

for a specific research purpose. In contrast, secondary data is data 

that has already been collected, processed, and made available by 

someone else, often for purposes other than the researcher’s own 

study. 
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Secondary data refers to information that is not directly gathered by 

the current researcher but is obtained from existing sources. This 

could include data from government reports, research studies, 

books, journal articles, company records, newspapers, websites, or 

online databases. For example, census reports, annual financial 

statements of companies, published market research reports, or 

statistical yearbooks are all examples of secondary data. 

In simple terms, it is pre-existing data that can be used by 

researchers for analysis, comparison, or as background information. 

Secondary data can come from a wide range of sources, such as 

government agencies, research institutions, universities, 

international organizations (like the World Bank or IMF), 

newspapers, magazines, online articles, and company websites. It 

may also include unpublished sources, like internal company 

records, historical documents, or personal diaries. 

One key feature of secondary data is that it saves the researcher 

considerable time, cost, and effort, as they do not have to collect the 

data themselves. It also allows researchers to access large datasets or 

historical information that would be difficult or impossible to gather 

independently. However, it is important for researchers to check the 

reliability, accuracy, and relevance of secondary data before using 

it, as it may have been collected for a different purpose or under 

different conditions. 

 

13.4: Differences between Primary and Secondary Data  

In research, both primary and secondary data play important roles, 

but they have different meanings, sources, and uses. It is essential to 

understand the differences between them so that researchers can 

choose the right type of data for their study. Below is a point-wise 

comparison of primary and secondary data: 
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Point of 
Difference Primary Data Secondary Data 

1. Meaning 
Data collected firsthand by 
the researcher for a specific 
purpose. 

Data already collected, 
processed, and made 
available by others. 

2. Source 
Collected through 
observation, surveys, 
interviews, experiments, etc. 

Obtained from books, 
reports, journals, government 
publications, websites, etc. 

3. Purpose 
Collected to address the 
specific objective of the 
current research. 

Originally collected for 
purposes other than the 
current research. 

4. Originality Original and unique data. Pre-existing or published 
data. 

5. Cost and Time 
Usually costly and time-
consuming to collect. 

Less costly and saves time as 
it is readily available. 

6. Accuracy and 
Control 

Researcher has full control 
over data accuracy and 
method of collection. 

Researcher has no control 
over how the data was 
collected. 

7. Suitability 
Highly specific and directly 
related to the research 
problem. 

May or may not fully meet 
the current research needs. 

8. Examples 
Field surveys, experiments, 
personal interviews, focus 
group discussions. 

Census reports, company 
annual reports, academic 
publications, online 
databases. 

 

13.5 Sources of Secondary Data 

Secondary data can come from many different sources, and it is 

important for researchers to understand where they can find reliable 

information. The main sources of secondary data can be grouped 

into three categories: published sources, unpublished sources, and 

digital or online sources. Let’s look at each one briefly. 

➤ Published Sources (books, journals, reports, newspapers): 

Published sources are one of the most common and widely used 

forms of secondary data. These include books, research journals, 
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magazines, government reports, annual reports of companies, 

newspapers, statistical bulletins, and trade publications. For 

example, government census reports, economic surveys, and 

industry reports provide valuable information on various topics. 

Research journals often contain the results of earlier studies, which 

can help researchers build upon existing knowledge. Newspapers 

and magazines can also provide useful insights into recent events, 

trends, or opinions. Published sources are generally considered 

reliable because they often go through review and editing processes 

before publication. 

➤ Unpublished Sources (personal records, government archives 

and institutional data): Unpublished sources are materials that 

have not been formally published but are still valuable for research. 

These include personal diaries, letters, company records, internal 

government documents, academic theses, and institutional archives. 

For example, government departments may maintain unpublished 

records on public policies, health data, or administrative decisions. 

Similarly, companies may keep internal reports or sales records that 

are not made public but can provide useful insights if accessed. 

Researchers often use these sources when they have permission and 

when the data is relevant to their study. However, because these 

sources are not published, it is important to check their reliability 

carefully. 

➤ Digital and Online Sources (websites, databases, e-libraries): 

With the growth of the internet, digital and online sources have 

become a major source of secondary data. Websites of governments, 

international organizations (such as the World Bank, IMF, or UN), 

research institutes, companies, and NGOs provide a large amount of 

data online. Databases like JSTOR, Google Scholar, or national data 

portals offer access to research papers, statistical data, and reports. 

E-libraries and online archives are also valuable sources where 
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researchers can find books, articles, and theses. While online 

sources are convenient and quick to access, researchers must always 

check the credibility and authenticity of the websites they use. 

 

13.6 Methods of Collecting Secondary Data 

Secondary data can be collected using different methods depending 

on the research topic, objectives, and availability of sources. It is 

important for a researcher to know where and how to find reliable 

secondary data to support their study. Below are some common 

methods used for collecting secondary data. 

➤ Library Research: Library research is one of the oldest and 

most common methods of collecting secondary data. Researchers 

visit libraries to access a wide range of published materials such as 

books, research journals, magazines, newspapers, encyclopedias, 

and reference materials. Libraries also often have annual reports, 

statistical bulletins, and government publications that are useful for 

research. By reviewing materials in the library, researchers can 

gather background information, identify gaps in existing research, 

and collect data relevant to their study. Many libraries today also 

offer digital catalogs and e-books, making it easier to search for and 

access materials. Library research is reliable because it often 

involves using peer-reviewed and well-preserved sources. 

➤ Online Data Mining: With the rise of the internet, online data 

mining has become a popular method of collecting secondary data. 

Online data mining involves searching the internet to collect 

relevant information from websites, online reports, research papers, 

blogs, news portals, social media platforms, and online databases. 

Researchers can use search engines like Google, or specialized 

academic databases such as Google Scholar, JSTOR, Research Gate, 

or PubMed to find relevant data. This method is fast and allows 
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access to vast amounts of information from across the world. 

However, researchers must carefully check the credibility and 

authenticity of the websites and data they use to avoid unreliable or 

biased sources. 

➤ Accessing Government Publications and Statistical Records: 

Government publications and statistical records are highly valuable 

sources of secondary data. These include census reports, economic 

surveys, health statistics, education statistics, labour force surveys, 

and environment reports, among others. Many government 

departments and ministries publish these reports regularly and make 

them available in print and online formats. Researchers can access 

these materials through government offices, libraries, or official 

government websites. These sources are often considered very 

reliable because they are collected using standardized methods and 

cover large samples or populations. Government data is especially 

useful for studies related to demographics, economics, public health, 

and social issues. 

➤ Using Company and Industry Reports: Company and industry 

reports provide detailed information about a particular company’s 

financial performance, market position, business strategies, and 

industry trends. Researchers can collect these reports from company 

websites, annual reports, investor presentations, trade publications, 

and industry research firms. For example, annual reports provide 

information on a company’s revenues, expenses, profits, and key 

achievements. Industry reports provide insights into market trends, 

competition, consumer behavior, and technological developments. 

These reports are useful for business research, market analysis, and 

competitive benchmarking. Researchers should check whether the 

reports are up-to-date and whether the publishing organization is 

credible. 
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Check Your Progress 

1. What is meant by secondary data? 

2. Who collects secondary data — the researcher or someone 

else? 

3. Give one example of secondary data. 

4. Mention one key difference between primary and secondary 

data. 

5. Name any two published sources of secondary data. 

6. What is library research in the context of secondary data 

collection? 

7. What does online data mining involve? 

8. Which method uses government publications and statistical 

records? 

9. Name one company or industry report used as a secondary 

data source. 

10. Why is secondary data important in research? 

 

13.7 Advantages of Secondary Data 

Secondary data plays an important role in research and offers 

several advantages to researchers. It can complement primary 

research or, in some cases, serve as the main source of data for a 

study. By understanding its benefits, researchers can make better use 

of secondary data in their work. Below are some key advantages of 

secondary data. 

➤ Time and Cost Efficiency: One of the biggest advantages of 

secondary data is that it saves both time and money. Since the data 

has already been collected, processed, and published by other 

organizations or researchers, the current researcher does not have to 

spend time designing surveys, conducting interviews, or organizing 

data collection activities. This is particularly useful when time is 
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limited, or when the research budget is small. For example, using 

government statistics or company reports can save months of effort 

compared to collecting similar data firsthand. As a result, secondary 

data helps researchers focus more on data analysis and interpretation 

rather than on the lengthy process of gathering data. 

➤ Availability of Large Datasets:  Secondary data often comes 

from sources that have access to large populations or wide 

geographic coverage. Examples include national census data, global 

financial databases, health surveys, or international research studies. 

These datasets are often too large or expensive for an individual 

researcher or small team to collect on their own. By using such 

secondary data, researchers can conduct studies on large 

populations, compare trends across countries, or analyze changes 

over time. Large datasets also allow researchers to conduct more 

robust statistical analysis, improving the reliability and 

generalizability of their findings. 

➤ Useful for Comparative and Longitudinal Studies: Secondary 

data is extremely useful for comparative studies (comparing 

between groups, regions, or countries) and longitudinal studies 

(studies over time). For example, a researcher interested in 

analyzing changes in literacy rates over the past 30 years can use 

government education statistics that have been collected regularly 

over this period. Similarly, someone studying international trade can 

use published trade statistics to compare different countries. Since it 

is often not practical to collect such data independently over long 

periods or across many regions, secondary data becomes an 

essential tool for these types of studies. 

➤ Provides Background and Context for Primary Research: 

Secondary data helps provide important background information 

and context for primary research. Before starting a study, 
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researchers often use secondary data to understand what is already 

known about a topic, identify gaps in the literature, and refine their 

research questions. For example, reviewing previous research 

studies, published articles, and statistical reports can help 

researchers design better surveys or experiments. Secondary data 

also helps set the context by providing historical trends, general 

statistics, or theoretical frameworks that support the primary 

research. This makes the study more meaningful and better 

connected to existing knowledge. 

 

13.8 Limitations of Secondary Data  

While secondary data offers many advantages, it also has some 

limitations that researchers must carefully consider. Depending too 

much on secondary data without checking its quality or relevance 

can affect the accuracy and usefulness of the research findings. 

Below are some of the key limitations of secondary data. 

➤ Relevance to the Research Problem: One of the main 

limitations of secondary data is that it may not be fully relevant to 

the researcher’s specific problem or research question. Secondary 

data is usually collected by someone else for a different purpose, 

and as a result, it may not exactly match the needs of the current 

study. For example, data collected for a national census may provide 

useful general statistics, but it might not cover specific details that a 

researcher needs for a local-level study. Researchers must carefully 

evaluate whether the available secondary data fits their objectives 

and whether it can adequately answer their research questions. 

➤ Accuracy and Reliability Concerns: Another important 

limitation is the concern about the accuracy and reliability of 

secondary data. Since the researcher was not involved in the original 

data collection process, it can be difficult to know whether the data 
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was collected using proper methods or whether it contains errors. 

Mistakes in data collection, recording, or reporting can reduce the 

accuracy of the secondary data. Also, some sources may exaggerate 

or underreport certain figures, especially if they have commercial or 

political interests. Therefore, researchers must use secondary data 

from reputable and trusted sources and, when possible, cross-check 

it with other data sources. 

➤ Lack of Control over Data Quality: When using secondary 

data, researchers have little or no control over how the data was 

collected, the methods used, or the conditions under which it was 

gathered. This lack of control can create challenges, especially when 

researchers need detailed information about sampling techniques, 

definitions, or data cleaning processes. Without this information, it 

can be difficult to assess whether the data is suitable for the research 

or if it has hidden limitations. For example, if a study uses 

secondary data collected only from urban populations, it may not 

apply to rural areas — but the researcher may not always have 

access to such details. 

➤ Risk of Outdated or Biased Data: Secondary data can 

sometimes be outdated, especially if it was collected many years 

ago. Using outdated data may lead to incorrect conclusions, 

especially in fast-changing fields like technology, healthcare, or 

market trends. Additionally, there is always a risk that secondary 

data may be biased. Some organizations or authors may present data 

in a way that supports their opinions or goals, which can mislead the 

researcher. It is essential to check when the data was collected, who 

collected it, and whether there is any possibility of bias in the 

source. 
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13.9 Evaluation and Use of Secondary Data 

Using secondary data effectively in research requires more than just 

finding information — it also involves carefully evaluating the data 

to ensure it is appropriate and useful for the study. Researchers must 

assess whether the data meets certain standards, handle it 

responsibly, and know how to combine it with primary data when 

needed. Below, we discuss the key points for evaluating and using 

secondary data. 

➤ Criteria for Evaluating Secondary Data: Before using 

secondary data, researchers must check its reliability, validity, 

relevance, and timeliness. 

 Reliability refers to the consistency and dependability of the 

data source. A reliable source uses proper methods and 

provides accurate, well-documented information. For 

example, government statistics or reports from reputed 

research institutions are usually reliable. 

 Validity means whether the data measures what it claims to 

measure. For instance, if a survey claims to measure 

consumer satisfaction but only asks about product delivery 

time, its validity may be low. Researchers need to check 

whether the secondary data truly fits their research purpose. 

 Relevance involves checking whether the data matches the 

research problem or question. Data that does not match the 

research context or population may not be useful. 

 Timeliness refers to how up-to-date the data is. Using 

outdated data in fast-changing areas like technology, 

healthcare, or markets can lead to misleading results. 

Researchers should check the date of data collection and use 

the most recent and relevant information available. 
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➤ Ethical Considerations When Using Secondary Data: Ethics 

play a very important role when using secondary data. Researchers 

should always respect the rights and privacy of individuals or 

organizations represented in the data. For example, if using 

unpublished or sensitive data, they must get proper permission or 

follow confidentiality agreements. When using publicly available 

data, it is important to cite the original source correctly to give 

proper credit and avoid plagiarism. Researchers must also be careful 

not to misrepresent or manipulate data to fit their personal 

conclusions, as this can harm the credibility of the research and 

violate ethical standards. 

➤ Integrating Secondary Data with Primary Data in Research: 

In many studies, researchers use both secondary and primary data to 

strengthen their analysis. Integrating these two types of data can 

provide a more complete understanding of the research problem. For 

example, secondary data can provide background information or 

trends, while primary data can offer current and specific insights 

through surveys or interviews. Researchers can compare secondary 

data with their primary findings to validate results, identify patterns, 

or explore differences. However, they must ensure that the two 

datasets are compatible — for example, they should cover the same 

population or time period to allow meaningful comparisons. 

 

Check Your Progress 

1. Mention one advantage of using secondary data. 

2. State one limitation of secondary data. 

3. What is meant by evaluating secondary data? 

4. Why is it important to check the reliability of secondary 

data? 
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13.10 Summing  Up  

This unit provides a comprehensive understanding of secondary data 

and its role in research. It begins by explaining the meaning of 

secondary data — which refers to information collected by someone 

else for purposes other than the current research, such as 

government statistics, published reports, or online databases. The 

unit then compares primary and secondary data, highlighting key 

differences in terms of collection methods, purpose, cost, and 

control over data quality. It moves on to describe the various 

sources of secondary data, including published sources like books, 

journals, and newspapers; unpublished sources such as personal 

records and government archives; and digital sources like websites 

and e-libraries. The unit also explains the different methods of 

collecting secondary data, such as library research, online data 

mining, accessing government publications, and using company and 

industry reports. 

The unit further discusses the advantages of secondary data, 

including its time and cost efficiency, availability of large datasets, 

usefulness for comparative and longitudinal studies, and its role in 

providing background and context for primary research. However, it 

also highlights the limitations, such as concerns about relevance, 

accuracy, lack of control over data quality, and the risk of outdated 

or biased data. Finally, the unit explains how to evaluate and use 

secondary data effectively, emphasizing the importance of checking 

reliability, validity, relevance, and timeliness, following ethical 

considerations, and integrating secondary data with primary data 

when appropriate. Overall, this unit equips learners with essential 

knowledge and practical skills to use secondary data responsibly and 

effectively in research. 
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 13.11: Model Questions 

1. Explain the meaning and definition of secondary data with 

suitable examples. 

2. Discuss the key differences between primary data and secondary 

data. 

3. Describe the various sources of secondary data, including 

published, unpublished, and digital sources. 

4. Explain the methods of collecting secondary data and highlight 

their importance in research. 

5. Discuss the major advantages of using secondary data in 

research. 

6. Explain the limitations and challenges associated with the use of 

secondary data. 

7. Describe the criteria for evaluating secondary data in terms of 

reliability, validity, relevance, and timeliness. 

8. Discuss the ethical considerations researchers should keep in 

mind while using secondary data. 

9. Explain how secondary data can be effectively integrated with 

primary data in a research study. 

10. Evaluate the importance of secondary data in modern research 

and its contribution to informed decision-making. 
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Unit-14 
Data Processing: Editing, Coding, tabulation and 

Classification 
 
Unit Structure: 
14.1   Introduction  

14.2   Objectives 

14.3   Data Processing  

 14.3.1   Editing of Data 

 14.3.2   Advantages of Editing 

 14.3.3   Coding of Data 

 14.3.4   Classification Meaning and Definition 

 14.3.5   Tabulation of Data 

14.4   Summing Up  

14.5   Key Terms  

14.6   Answers to ‘Check Your Progress’ 

14.7   Model Questions 

14.8   References and Suggested Readings 

  

14.1 Introduction  

In this unit, you will learn about various methods of data processing: 

editing, coding, classification and tabulation. Research does not 

merely refer to the process of collection of data. This being a raw 

data it is required to be processed and analyzed in order to derive 

useful information. Before analysis the data needs to be processed. 

Analyzing and manipulating the data by performing various 

functions is called processing of data. In this unit, you will 

understand that processing of data is essential for ensuring that all 

the relevant data has been collected for performing comparison and 

analysis. This unit will also help you understand different data 

processing methods. Editing of data is the first task of data 
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processing. Coding is the procedure of classifying the answers to 

questions into meaningful categories.  Classification is the process 

of arranging things in groups of class according to their resemblance 

or affinities. Tabulation as the orderly and systematic presentation 

of numerical data in a form designed to elucidate the problem under 

consideration  
 

14.2 Objectives 

After going through this unit, you will be able to- 

 discuss the different data processing methods,  

 explain the process of editing, coding, classification and 

tabulation of data, 
 

14.3    Data Processing 

Data processing is a crucial stage in research. After collecting the 

data from the field, the researcher has to process and analyze them 

in order to arrive at certain conclusion which may confirm or 

invalidate the hypothesis which he had formulated towards the 

beginning of his research worth. The mass of data collected during 

the field work is to be processed with a view to reducing them to 

manageable proportions. The processing of data includes editing, 

coding, classification and tabulation. The data which is collected is 

analyzed with an object checking of data, and reducing this data into 

manageable proportions. Data collected should be organized in such 

way so that table charts can be prepared for presentation. The 

processing of data includes various operations which will be 

explained here as follows:  

 Editing  

 Coding 

 Classification 

 Tabulation  
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14.3.1 Editing of Data 

The first step in processing your data is to ensure that the data is 

‘clean’ – that is, free from inconsistencies and incompleteness. This 

process of examining the collected data or ‘cleaning’ is called 

editing. Editing is done at the time of collecting data. After the 

collection of statistical data, the most important step in a statistical 

enquiry is the scrutinizing of the collected data. This is in real sense 

known as editing of data. Editing consists of scrutinizing the 

completed research instruments to identify and minimize, as far as 

possible, errors, incompleteness, misclassification and gaps in the 

information obtained from the respondents. There is possibility of 

error and omission on the part of investigator so editing helps us to 

minimize such correctness. It is essential as in most of the cases the 

collected data contains various types of mistakes and errors.  A 

careful scrutiny is performed on the completed questionnaires and 

schedules to assure that the data has the following features: 

 Accuracy  
 Consistency 
 Uniformity 
 Effective Arrangement  

 
Source : It is quite likely that some questions may be misunderstood 

by the informants, and if so, the relevant data has to be recollected. 

Sometimes answer to a particular question may not be possible to 
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retrieve and draw any inference from them. Hence editing needs to 

be adopted at various stages of data collection. 

Stages at which editing should be performed are as follows:  

Field Editing: In this stage, the investigator does the review of the 

reporting form for completing what the latter has written in 

abbreviation and /or in illegible from at the time of recording the 

responses of the respondents. Field editing is done as soon as 

possible after the interview. 

Central Editing: It is done when all forms of schedules have been 

completed or returned to the office. This type of editing implies that 

all forms should get through editing by a single editor in a small 

study and by a team of editors in case of a large enquiry. While 

performing their work the editors should always keep the following 

things in mind.  

I. They should be familiar with the instructions supplied to 

them for the purpose.  

II. Editor’s initials and the date of editing should be placed 

on each completed form or schedule. 

 III. They may make entries on the form in some distinctive 

colour and in a standardized form.  

IV. While crossing out an original entry for one reason or 

another, they should first draw single line on it so that the 

same may remain legible. 

 V. They should initial all answers they change or supply  

 

14.3.2   Advantages of Editing 
The key objectives of data editing are as follows. 

 To ensure the accuracy of data 

 To ensure the consistency of data 
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 To determine whether or not the data are complete    

not reqd 

 To ensure the coherence of aggregated data 

 To obtain the best possible data available 

Typically the editing process can also be a valuable tool in assessing 

the quality of the data by indicating the required modification. 

Editing is an effective way of avoiding the need to repeat the survey. 

Thus editing of data has the following significance: 

 Improves data quality 

 Improves clarity, readability and organization of data 

 Gives concise , cohesive , error free data 

 Improves the validity of the findings , ie to remove 

systematic errors that may lead to bias 

 Improves the correspondence between the structure of the 

questionnaire and that of the responses, the net effect being 

the easing of further tabulation and analysis. 

Thus, the data should be edited before being presented as 

information. This ensures that the information provided is accurate, 

complete and consistent. Data editing can be performed manually, 

with the assistance of computer programming or a combination of 

both techniques. Depending on the medium (electronic, paper) by 

which the data are submitted, there are two levels of data editing—

micro and macro-editing. 

There are two levels of data editing – micro editing and macro 

editing.  

Macro-editing 

Macro edits refer to big-picture fixes. For instance, re-writing the 

climax of a play, adding a new character or even changing the whole 
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plot are examples of macro editing. In short, editing your story on a 

large-scale.  

Macro-editing involves rewriting and reorganizing the document by 

asking: 

 is there sense and clarity? 

 are the title and abstract concise, accurate, informative, of 

the correct style and length? 

 are the paragraphs in the right order? 

 is the emphasis correct? 

 are the data accurate? 

 is the referencing adequate? 

 are the tables and figures consistent with the text and 

presented effectively? 

 is the document relevant to – and at an appropriate level for 

– the reader? 

 is the document concise? 

Micro-editing 

Micro-edits refer to smaller, more minute changes. Some examples 

of micro editing are: checking for spelling errors, 

cutting redundancies or deleting overused phrases. Micro-editing 

ensures that the language and style are correct and consistent.    

Main issues to look  for in micro editing are: 

 completeness; 

 correct grammar, syntax, spelling, and punctuation; 

 abbreviations, acronyms and symbols (are they correctly 

defined and consistent?); 

 capitalisation; 

 numbers (i.e. words or numerals?) and units (correct and 

consistent?); 
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 heading hierarchy, fonts, consistency of bulleted listed and 

justified/unjustified text; 

 references (are they in the correct style, are all cited 

references listed and are all listed references cited?); 

 tables and figures that are complete with title, legend and 

axis labelling, are consistent, and are correctly numbered, 

cited in the text and in the correct position in the text; and 

 drug names and medical terminology that are correct and 

consistent. 

 

14.3.3 Coding  

Having ‘cleaned’ the data, the next step is to code it. Coding is the 

procedure of classifying the answers to questions into meaningful 

categories.  The method of coding is largely dictated by two 

considerations:  

1. The way a variable has been measured (measurement scale) in the 

research instrument (e.g. if a response to a question is descriptive, 

categorical or quantitative);  

2. The way a researcher wants to communicate the findings about a 

variable to the readers.  

For coding, the first level of distinction is whether a set of data is 

qualitative or quantitative in nature. For qualitative data a further 

distinction is whether the information is descriptive in nature (e.g. a 

description of a service to a community, a case history) or is 

generated through discrete qualitative categories. For example, the 

following information about a respondent is in discrete qualitative 

categories: income – above average, average, below average; gender 

– male, female; religion Christian, Hindu, Muslim, Buddhist, etc.; or 

attitude towards an issue – strongly favourable, favourable, 

uncertain, unfavourable, strongly unfavourable. Each of these 
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variables is measured either on a nominal scale or an ordinal scale. 

Some of them could also have been measured on a ratio scale or an 

interval scale. For example, income can be measured in dollars 

(ratio scale), or an attitude towards an issue can be measured on an 

interval or a ratio scale. In addition, the types of statistical 

procedures that can be applied to a set of information to a large 

extent depend upon the measurement scale on which a variable was 

measured in the research instrument. For example, you can find out 

different statistical descriptors such as mean, mode and median if 

income is measured on a ratio scale, but not if it is measured on an 

ordinal or a nominal scale. It is therefore important to visualize – 

particularly at the planning stage when constructing the research 

instrument – the way you are going to communicate your findings. 

Coding is basically done at the designing phase of the questionnaire. 

This makes it possible to precode the questionnaire choices and 

which in turn is helpful for computer tabulation. Coding is infact the 

process of assigning numerals or other symbols to answers so that 

responses can be put into a limited number of categories or classes. 

These classes should possess the following characteristics.  

a. The classes should be appropriate to the research problem under 

consideration  

b. The classes should be exhaustive i.e. these must be a class for 

every data item.  

c. The classes should be mutually exclusive i.e. a specific answer 

can be placed in one and only one cell in a given category set.  

d. The classes should be uni-dimensional i.e. every class must be 

defined in terms of only one concept. Coding is necessary for 

efficient analysis. It reduces several replies to a small number of 

classes which contain the critical information required for analysis.   
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For coding quantitative and qualitative data in quantitative studies 

one need to go through the following steps:  

Step I developing a code book;  

Step II pre-testing the code book;  

Step III coding the data;  

Step IV verifying the coded data. 

 

14.3.4 Classification Meaning and Definition:  

It is the process of arranging data in groups or classes on the basis of 

common characteristics. Due to this process data having common 

characteristics are placed in one class and in this way the entire data 

get divided into number of groups or classes. According to Secrist, 

classification is the process of arranging data into sequences and 

groups according to their common characteristics of separating them 

into different but related parts. In other words, classification is the 

process of arranging the collected data into homogenous classes of 

groups so as to exhibit its common characteristics.  

Classification has been defined by Prof. Cannor in the 

following way; classification is the process of arranging 

things in groups of class according to their resemblance or 

affinities and give expression to the unity of attributes that 

may subsist amongst a diversity of individuals.  

Characteristics of Classification: According to above definition of 

classification by Cannor, the following characteristics may be 

deduced.  

a. Classification is the division of whole data into different 

groups. Thus by means of classification we convert the 

jumbled mass of data into a few homogenous groups. The 

complex mass of data is thus put into more manageable 

form.  
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b. The basis of grouping is uniformity of attributes. The 

items falling within a group one similar in some respect, at 

the same time they are dissimilar from the units of the other 

group of least in the respect. If this similarity and 

dissimilarity is not present these is no basis for classification.  

Objectives of Classification: Following are the main objectives  of 

classification of data:  

a. To express the complex, scattered haphazard into concise 

logical and intelligible form. The marks of a thousand 

students convey no sense, but when they we grouped into 

first class second class, third class and failures their 

significance can easily by followed.  

b. To make the points of similarity and dissimilarity clear, 

classification makes the similarity and dissimilarity clear. 

Thus classification of people into rich, middle class and poor 

gives a clear idea about their similarity disparity regarding 

economic status.  

c. To afford comparative study. Classification makes 

comparative study possible. If the    marks gained by the 

students of two colleges are given, it is difficult to say which 

class is better, but when they are grouped into pass and fail 

the comparison becomes very easy.  

d. To display underlying unity of the items. The items placed 

in one class are similar in some respect. 

 

Classification makes the complex data so simple that its 

significance be easily followed by the researcher without 

much strain on the mind. Besides avoiding undue strain on 

the mind, classification helps to follow the significance in its 
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true form. This helps us to understand those items more 

clearly. Thus if the workers are divided into skilled and 

unskilled classes, we can form an idea about the skill of a 

person by knowing the class to which he belongs.  

 

Characteristics of Good Classification: Following are the 

chief characteristics of a good classification:  

a. The classes are clear cut and there is no over-lapping. 

Every unit of the group must find a place in some class on 

the other and no unit can be placed in more than one class. 

Thus classification of population into Hindus, Muslims, 

Christians only is not perfect because Buddhists cannot find 

a place in any one of these groups.  

b. The unit lying within a group must be homogeneous in 

respect of the fact that has been the basis of classification. 

All the unit of group must either posses or should be lacking 

in the quality that has been the basis of classification. c. The 

same basis should be applied throughout the classification. 

Thus, if the population is classified into Hindu, Muslims, 

Educated and Poor it will be wrong classification as the basis 

of the first two is religion while that of the third and fourth is 

education and economic status respectively.  

Basis of Classification: Statistical data can be classified 

according to the characteristics that they love. These 

characteristics can be either descriptive or numerical. 

Descriptive characteristics are known as attributes and are 

not capable of numerical measurement, e.g. literacy, 

blindness, sex, unemployment, etc. Classification based on 

descriptive characteristics is known as classification 

according to attributes. Numerical characteristics are those 
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which are amendable to quantitative treatment e.g. income, 

expenditure, age, height, etc. classification based on 

numerical characteristics is known as classification 

according to class intervals.  

Kinds of Classification: Classification is of two types  

1. Classification according to attributes.  

2. Classification according to class intervals.  

Classification according to attributes: In such classification, the 

data are divided on the basis of attributes and qualities. For 

considering one attribute, two classes are formed, one showing the 

presence of the attribute and the other absence of the attribute. Such 

classification in which more than one attribute is taken into 

consideration is known as manifold classification.  

Classification according to class-intervals: Where the direct 

quantitative measurement of data is possible, the classification can 

be done according to class-intervals. Characteristics like height, 

weight, income, production, consumption, etc. can be measured 

quantitatively and are capable of taking different size. In such eases, 

data are classified, each of them is called a class-interval. The limits 

within which a class-interval lies are known as class limits. The 

difference between two class-limits is called as class magnitude. 

Classification according to class-intervals involves some basic 

issues.  

a. Number of classes: An ideal number of classes for any 

frequency distribution would be that which gives the 

maximum data in a clear fashion.  

b. Size of class-intervals: No hard and fast rule can be laid 

down for deciding the magnitude of class-intervals. This will 

depend upon the quantity and quality of data, the range of 
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the data and number of other considerations. Keeping these 

things in mind, the magnitude of the class intervals should be 

such that it does not distort the important characteristics of 

the data. In general , multiples of two , five and ten are 

preferred while determining class magnitudes. H.A Sturges 

suggested the following formula for determining the size of 

class interval: 

i=R/(1+3.3logN) 

where, 

i=size of class interval 

R=Range(difference between the values of he largest 

element and smallest element among the given elements) 

N= Number of items to be grouped 

  

c. Class-limit: While selecting the class-limits, it is important 

that these should be selected in such a way that the mid-point 

of a class interval and the actual average of items of that 

class-interval should be close to each other as far as 

possible.The class limits can generally be stated in any of the 

following forms : 

Exclusive Type Class Interval : These intervals are usually 

stated in the following way: 

 100– 500  

500– 1000  

1000– 1500  

1500– 2000 

2000 - 2500  
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Some time the class interval is done with inclusive number.  

101– 500 

 501– 1000  

1001– 1500  

1501– 2000  

In this type of class interval the upper and lower limit is 

clearly mentioned.  

d. Determining the frequency of each class : The frequency of each 

class can be determined using tally sheets or mechanical aids. In 

tally sheets, the class groups are written on a sheet of paper and for 

each item a stroke ( a small vertical line ) is marked against the class 

group in which it falls. The general practice is that after every four 

small vertical lines in a class group , the fifth line for the element 

falling in the same group is indicated as a diagonal line through the 

above said four lines. This enables the researcher to perform the 

counting of elements in each one of the class groups. 

 

14.3.5 Tabulation of Data   

Tabulation comprises sorting of the data into different categories 

and counting the number of cases that belong to each category. The 

simplest way to tabulate is to count the number of responses to one 

question. This is also called univariate tabulation. The analysis 

based on just one variable is obviously meager. Where two or more 

variables are involved in tabulation, it is called bivariate or 

multivariate tabulation in marketing research, projects generally 

both types of tabulation are used. 

Definition: Prof. Neiswanger has defined a statistical table as “In a 

systemic organization of data in columns and rows.” L. K Connor 

has defined tabulation as the orderly and systematic presentation of 
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numerical data in a form designed to elucidate the problem under 

consideration. 

Objectives of Tabulation: The following are the main objectives of 

tabulation:  

a. To make the purpose of enquiry clear:  tabulation in general, 

helps to arrange the data  in easily accessible form.  

b. To make significance of data clear:  Arranging it in the form of 

table, the data is made very clear. This is because table permits the 

observation of the whole data in one glance. The total information is 

clear to the view and the significance of different parts can easily be 

followed.  

c. To express the data in least space:  Table also permits the data to 

be represented in least possible space, making the whole 

information clear to the view. If it is expressed in form of a passage 

it would not only be difficult to follow, but would require more 

space too.  

d. To make comparison easy mainly because of the arrangement of 

figures in it. When two sets of figures are given side by side, it is 

much easier to form a comparative idea of their significance.  

Classification of tabulation: 

 A. Simple Tabulation  

B. Complex Tabulation.  

A. Simple Tabulation: It gives information about one or more 

groups of independent questions. This result, in one way table, 

provides information of one characteristic of data.  

B. Complex Tabulation: In this type of tabulation, the data is 

divided in two or more categories which give information regarding 

more sets of inter related question.  
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Methods of tabulation  

Tabulating data can be accomplished through manual or 

computerized methods, with various factors like cost, study type and 

scope influencing the choice. 

When computerized, data is stored in numeric form. In manual 

tabulation, techniques like lists, tallying, card sorting and counting 

are employed.  

Here are the methods  

Tally Methos (Direct): This method involves recording codes on 

tally sheets, where a mark represents each code. a horizontal or 

diagonal line is added within the marks after every fouth one to 

signify the fifth response. 

Card Sort and count Mehos : Data is recorded on cards of different 

sizes ans shapes using a series of holes . These cards are then sorted 

and numbered within each category and their frequencies are 

recorded. 

 List and Tally method: In this method many applications are listed 

on a single sheet. The answers to each question are arranged in 

rows, with the code for each question detailed in column. 

Principles of Tabulation 

 Tables should be comprehensible, concise and adequately 

titled. 

 Each and every table should be distinctly numbered for easy 

reference. 

 The heading in each and every column and rows in a table 

should be very clear, specific or relevant and brief. 

 Instructive footnotes should be placed at appropriate places 

in a table with a suitable indications 

 Source of information of data should be clearly indicated. 
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 The columns and rows should be clearly separated with dark 

lines 

 Differentiation should also be made between data of one 

class and that of another. 

 Comparable data should be presented side by side. 

 The figures in percentage should be approximated before 

tabulation. 

 The alignment of the figures, symbols etc. should be 

properly aligned and adequately spaced to enhance the 

readability of the same. 

 Abbreviations should be avoided. 

 

Components of tables  

Preparation of any data or information should be in a proficiency 

manner. Following are few of doctrine which a research should be 

followed for the purpose of preparing a faultless or clear table are 

listed below: 

Table Number: The number of the table must be positioned at the 

central point on the top of the table. 

Title: Every table should have required suitable heading. 

Captions and stubs:  It includes the perpendicular column’s 

headings with horizontal row’s headings. 

Head notes: It is clear statement given below the title which 

clarifies the contents of the table. 

Body: The data in a tabular form should be put all the facts and 

figures and it should be presented in a systematic manner. 

Footnote:  Positioned above the source note at the table’s bottom , a 

footnote clarifies any information not evident from the table’s title , 

headings , captions or stubs 
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Source: The basis from which the data were obtained should be 

specifically given such as the names, pages with number; table 

numbers from where the data had been took. 

 

 

Merits of Tabulation 

Statistical data arranged in a tabular form serve following 

objectives: 

It simplifies the complex information to understand easy. 

It will help to make comparison of related facts and facilitates 

computation of various statistical measures like averages, 

dispersion, correlation etc. 

It presents facts in a nutshell and avoids unnecessary repetitions and 

explanations are avoided. Moreover, the needed information can be 

easily located. 

Tabulated data are good for references and they make it easier to 

present the information in the form of graphs and diagrams 

 

Limitations of Tabulation 

Tabulation has few limitations: 

Tables contain only numerical data and Qualitative expression. 

Tables helps to draw conclusion where it finds that normal lay man 

cannot understand properly 
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14.2 Summing Up  

 Research does not merely involve data collection. It also 

needs proper analysis of collected data. 

 Processing of data involves analysis and manipulation of the 

collected data by performing various functions. 

 The functions that can be performed on data are editing, 

coding, tabulation and classification 

 Editing of data involves the testing of data collection 

instruments in order to ensure maximum accuracy. 

 Coding of data can be defined as representing the data 

symbolically using some predefined rules. 

 Classification of data involves arrangement of data in groups 

or classes on the basis of some common characteristics. 

 Tabulation comprises sorting of the data into different 

categories and counting the number of cases that belong to 

each category 

 

14.3 Key Terms 

Processing: Involves analysis and manipulation of the 

collected data by performing various functions 

Editing: Involves testing of data collection instruments in 

order to ensure maximum accuracy 

Coding of data: Representing the data symbolically using 

some predefined rules 

Classification: Involves arrangement of data in groups or 

classes on the basis of some common characteristics 

Tabulation: It means placing the data collected and results 

from research in a tabular form 
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14.4 Answers to ‘Check Your Progress’ 

1. The functions that can be performed on data are as 

follows: 

Editing  

Coding 

Tabulation 

Classification 

2. Editing consists of scrutinizing the completed research 

instruments to identify and minimize, as far as possible, 

errors, incompleteness, misclassification and gaps in the 

information obtained from the respondents. Stages at 

which editing should be performed are as field editing and 

central editing   

3. Coding of data is necessary for efficient analysis. It 

facilitates classification of data into a small number of 

classes. Thus only important and critical information that 

is required for analysis is retained in the research. 

4. Classification is the division of whole data into different 

groups. Classification is of two types: Classification 

according to attributes and Classification according to 

class intervals.  

5. Tabulating data can be accomplished through manual or 

computerized methods, with various factors like cost, 

study type and scope influencing the choice. When 

computerized, data is stored in numeric form. In manual 

tabulation, techniques like lists , tallying , card sorting and 

counting are employed 
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14.6   Model Questions 

Short –Answer Questions  
1. What is data processing? 

2. Write a note on data editing. 

3. Differentiate between field editing and central editing. 

4.  How is data classified according to attributes? 

5.  Explain the significance of tabulation. 

Long- Answer Questions 

1. Discuss the various steps involved in data processing.  

2.  Briefly describe the process and significance of coding of 

data. 

3. What are the objectives and characteristics of classification? 

4. Enumerate and elaborate on the methods of tabulation. 

 

14.7 References and Suggested Readings 
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Methods and Techniques, New Age International Publishers (4th 

Edition) ISBN: 9789386649225 

Kumar, Ranjit (2019), Research Methodology: A Step-by-Step 
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Unit-15 
Analysis and Interpretation of the Processed Data, 

Quantitative Techniques of Data Analysis 
 
Unit Structure: 
15.1   Introduction  

15.2   Objectives 

15.3   Data Analysis  

15.3.1   Statistics and Data Analysis    

15.3.2   Type of analysis 

15.3.3   Data Interpretation 

15.4   Quantitative Technique of Data Analysis 

15.4.1   Descriptive Statistics    

15.4.2   Inferential Statistics 

15.4.3   Measures of Central Tendency and Dispersion   

15.5   Summing Up 

15.6   Key Terms  

15.7   Answers to ‘Check Your Progress’ 

15.8   Model Questions  

15.9   References and Suggested Readings 

 

15.1 Introduction  

In this unit, you will learn about analysis of processed data. Analysis 

of data is the process of transforming data for the purpose of 

extracting useful information which in turn facilitates the discovery 

of some useful conclusion. Finding conclusion from the analyzed 

data is known as interpretation of data. This unit will also discuss 

about the various types of data analysis and also help you to 

understand the various techniques of data analysis. You will also 

learn about the various scales of measurement. This enables the 
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researcher to choose the appropriate statistical method for his/her 

research project. 

 

15.2 Objectives 

After going through this unit, you will be able to- 

 understand the different types of data analysis,   

 understand the different measurement scales, 

 explain the process of quantitative data analysis. 

 

15.3    Data Analysis 

Analysis of data is the process of transforming data for the purpose 

of extracting useful information which in turn facilitates the 

discovery of some useful conclusion. Kaul defines data analysis as 

“Studying the organized material in order to discover inherent facts. 

The data are studied from as many angles as possible to explore the 

new facts.”  Analysis, particularly in case of survey or experimental 

data, involves estimating the values of unknown parameters of the 

population and testing of hypotheses for drawing inferences. 

Analysis may, therefore, be categorized as descriptive analysis and 

inferential analysis (Inferential analysis is often known as statistical 

analysis). “Descriptive analysis is largely the study of distributions 

of one variable. When data is collected in numerical form then 

through descriptive statistics findings can be summarized. This 

includes measure of central tendency like mean, median etc. 

Another way to summarise data is through graphs and charts. 

Inferential analysis is concerned with the various tests of 

significance for testing hypotheses in order to determine with what 

validity data can be said to indicate some conclusion. It is also 

concerned with the estimation of population values. It is mainly on 
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the basis of inferential analysis that the task of interpretation (i.e., 

the task of drawing inferences and conclusions) is performed.  

 

15.3.1 Statistics and Data Analysis 

The role of statistics in research is to function as a tool in designing 

research, analyzing its data and drawing conclusions from there. 

Most research studies result in a large volume of raw data which 

must be suitably reduced so that the same can be read easily and can 

be used for further analysis. Descriptive statistics concern the 

development of certain indices from the raw data, whereas 

inferential statistics concern with the process of generalization. 

Inferential statistics are also known as sampling statistics and are 

mainly concerned with two major types of problems: (i) the 

estimation of population parameters, and (ii) the testing of statistical 

hypotheses.  

 

15.3.2 Types of Analysis 

The various types of analysis are as follows: 

Qualitative Analysis: Qualitative research is a type of scientific 

research which seeks answers to a question, systematically uses a 

predefined set of procedures to answer the question, collects 

evidence, produces findings that were not determined in advance 

and produces findings that are applicable beyond the immediate 

boundaries of the study. Additionally, it seeks to understand a given 

research problem or topic from the perspectives of the local 

population it involves. Qualitative research is especially effective in 

obtaining culturally specific information about the values, opinions, 

behaviors, and social contexts of particular populations. The three 
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most common qualitative methods are participant observation, in-

depth interviews, and focus groups.  

Each method is particularly suited for obtaining a specific type of 

data.  

• Participant observation is appropriate for collecting data on 

naturally occurring behaviors in their usual contexts.  

• In-depth interviews are optimal for collecting data on individuals’ 

personal histories, per spectives, and experiences, particularly when 

sensitive topics are being explored.  

• Focus groups are effective in eliciting data on the cultural norms of 

a group and in generat ing broad overviews of issues of concern to 

the cultural groups or subgroups represented. 

Quantitative Analysis:  Quantitative analysis is the process of 

collecting and evaluating measurable and verifiable data such as 

revenues, market share, and wages in order to understand the 

behavior and performance of a business.  

Quantitative and qualitative research methods differ primarily in:  

• their analytical objectives  

• the types of questions they pose  

• the types of data collection instruments they use  

• the forms of data they produce  

• the degree of flexibility built into study design 
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Research 

Method 

Quantitative 

Analysis 
Qualitative Analysis 

Types of 

Data Used 

Numerical data: 

numbers, 

percentages, etc. 

Non-numerical data: text, 

images, audio, narratives, 

etc 

Perspective  
More objective and 

less prone to bias 

More subjective as it may 

be influenced by the 

researcher’s interpretation 

Data 

Collection 

Closed-ended 

questions, surveys, 

polls 

Open-ended questions, 

interviews, observations 

Data 

Analysis 

Statistical methods, 

numbers, graphs, 

charts 

Categorization, thematic 

analysis, verbal 

communication 

Focus What and how much Why and how 

Best Use 

Case 

Measuring trends, 

comparing groups, 

testing hypotheses 

Understanding user 

experience, exploring 

consumer motivations, 

uncovering new ideas 

 

Many types of analysis are performed according to the variance that 

exists in the data. Such analyses are carried out to check if the 

differences between three or more variables are significant enough 

to evaluate them statistically. There are three types of such analysis, 

viz. univariate, bivariate and multivariate analysis. 
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(i) Univariate Analysis: In this analysis, only a single 

variable is taken into consideration. It is performed with 

the purpose of describing each variable in terms of mean, 

median or mode and variability.  

(ii) Bivariate Analysis: The analysis in respect of two 

variables is called bivariate analysis. In this analysis 

collected data in placed into tabular form, so that the 

meaning of the data can be derived. In this method 

simple dimensional data is developed and put into two or 

more categories. 

(iii) Multivariate Analysis: With an advancement of 

computer application there is fast development of 

multivariate analysis, in which statistical method 

simultaneously analyse more than two variables.  

Purpose: The following are the main purposes of data analysis:  

(i) Description: This involves a set of activities that are an 

essential first step in the development of most fields. A 

researcher must be able to identify a topic about which 

much was not known; he must be able to convince others 

about its importance and must be able to collect data.  

(ii) Construction of Measurement Scale: The researcher 

should construct a measurement scale. Many people get 

confused about what type of analysis to use on a set of 

data and the relevant forms of pictorial presentation or 

data display. The decision is based on the scale of 

measurement of the data. These scales are nominal, 

ordinal and numerical All numbers generated by 

measuring instruments can be placed into one of four 

categories:  
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1. Nominal Scale: The number serves as nothing more than labels.  

Categorizes data without any quantitative value or order. Mostly 

used for labeling variables. Has no meaningful order or ranking. 

Arithmetic operations are not possible with such data. For 

Example: Gender (Male/Female), Blood Type (A, B, AB, O ) , 

Marital Status. 

2. Ordinal Scale: Such numbers are used to designate an ordering 

along some dimensions such as from less to more, from small to 

large, from sooner to later. Categorizes data with a meaningful 

order, but without consistent intervals. The numbers just indicates 

relative ranking. However the difference between ranks is not 

measurable or equal. Appropriate measures of central tendency 

include median and mode. Examples include satisfaction rating 

(Poor, Fair, Good, Excellent), education level etc. 

3. Interval Scale: The interval provides more precise information 

than ordinal one. By this type of measurement the researcher can 

make exact and meaningful decisions. This number allows 

comparison of differences. For example if A,B and C are of 150 cm, 

145cm and 140 cm height, the researcher can say that A is 5 cm 

taller than B and B is 5 cm taller than C. Ordered scale with equal 

intervals but no true zero point.  Zero does not indicate absence of 

value. Addition and subtraction are meaningful. For example: 

Temperature in Celsius or Fahrenheit, IQ scores. 

4. Ratio Scale: It has two unique characteristics. The intervals 

between points can be demonstrated to be precisely the same and the 

scale has a conceptually meaningful zero point. Has all the 

properties of an interval scale, plus a meaningful zero. It allows all 

arithmetic operations (add, subtract, multiply, divide). Here zero 

means complete absence of the quantity and the highest level of 

measurement. Examples: Height, Weight, Age, Income, Distance. 
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Table 15.1 Summary Table showing the scale characteristics 

 

15.3.3   Data interpretation  

Data interpretation is the process of reviewing, analyzing, and 

drawing conclusions from data to uncover patterns, trends, or 

insights. It transforms raw data into meaningful information that 

supports decision-making, hypothesis testing, and problem-solving. 

It involves not only understanding about what the data shows but 

also considering the context, limitations, and implications. Data 

interpretation techniques are methods used to understand and draw 

conclusions from data. These include using descriptive statistics 

(like averages and percentages) to summarize data, visual tools (like 

charts and graphs) to spot patterns, and comparative and trend 

analysis to observe changes over time. More advanced techniques 

like correlation and regression analysis help identify relationships 

and make predictions, while hypothesis testing and inferential 

statistics allow researchers to make generalizations about a larger 

Scale Order 
Equal 
Intervals 

Absolute 
Zero 

Example 

Nominal ✘ ✘ ✘ 
Gender, Blood 

Type 

Ordinal ✔ ✘ ✘ Rank, Satisfaction 

Interval ✔ ✔ ✘ 
Temperature 

(°C/°F) 

Ratio ✔ ✔ ✔ 
Weight, Age, 

Height 
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population based on sample data. Together, these techniques turn 

raw numbers into useful insights for decision-making. 

 

15.4 Quantitative Techniques of Data Analysis 

Quantitative techniques of data analysis involve the use of 

mathematical and statistical methods to analyze numerical data. 

These techniques help in summarizing data, identifying 

relationships, testing hypotheses, and making predictions. Common 

quantitative methods include descriptive statistics (like mean, 

median, mode, and standard deviation), inferential statistics (such as 

confidence intervals and hypothesis testing), correlation and 

regression analysis to explore relationships between variables, and 

trend analysis to observe patterns over time. These techniques are 

widely used in research, business, economics, and social sciences to 

derive accurate, data-driven conclusions and decisions. 

 

15.4.1 Descriptive Statistics  

According to Smith, descriptive statistics is the formulation of rules 

and procedures where the data can be placed in a useful and 

significant order.  The foundation of applicability of descriptive 

statistics is the need for complete data presentation. The most 

important and general methods used in descriptive statistics are as 

follows: 

Diagrammatic Representation of Data: The diagrammatic 

representation of data is concerned with the presentation of data to 

readers or users by means of images. It helps the readers to explore, 

make sense of the data, and communicate the data. Like good 

writing, good graphical display of data communicates ideas with 

clarity, precision and efficiency. Some of the most common 
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effective techniques for effective data representation are charts, 

graphs, plots, maps and images.  

 Measures of Central Tendency: A measure of central tendency is 

a single value that attempts to describe a set of data by identifying 

the central position within that set of data. As such, measures of 

central tendency are sometimes called measures of central location. 

They are also called as summary statistics. The mean (often called 

the average) is most likely the measure of central tendency. The 

mean, median and mode are all valid measures of central tendency, 

but under different conditions, some measures of central tendency 

become more appropriate to use than others. 

Mean (Arithmetic Mean) 

The mean is the sum of all values in a dataset divided by the number 

of values. It represents the average value and is affected by extreme 

values (outliers). 

Ungrouped Data 
    Mean (x̄) = Σx / n 

    Where: 

    - x̄ = mean 

    - Σx = sum of all values 

    - n = number of values 

Example: For the data set 4, 8, 6 ,  Mean = (4 + 8 + 6) / 3 = 6 

Grouped Data (Frequency Table): 

    Mean (x̄) = Σfx / Σf 

    Where: 

    - f = frequency 

    - x = mid-point of each class 

    - Σfx = sum of products of midpoints and frequencies 

    -  Σf = total frequency 
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Median The median is the middle value when the data set is 

arranged in ascending or descending order. If there is an even 

number of observations, the median is the average of the two middle 

numbers. It is not affected by outliers and gives a better sense of the 

center when data is skewed. 

Example: For   3, 5, 7 the median is 5. For 3, 5, 7, 9  the median is 

(5 + 7)/2 = 6. 

Ungrouped Data: 

      If n is odd: 

      Median = middle value 

      If n is even: 

      Median = (n/2-th term + (n/2 + 1)-th term) / 2 

Grouped Data 

    Median = L + [(N/2 – F) / f] × h 

    Where: 

    - L = lower boundary of the median class 

    - N = total frequency 

    - F = cumulative frequency before the median class 

    - f = frequency of the median class 

    - h = class width 

Mode: The mode is the value that appears most frequently in a data 

set. A data set can have no mode, one mode (unimodal), two modes 

(bimodal), or more (multimodal). 

Example: For 2, 4, 4, 6, 7   the mode is 4 as it occurs twice. 

Ungrouped Data 

    - Most frequently occurring value 
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Grouped Data (Using Mode Formula): 

    Mode = L + [(f1 – f0) / (2f1 – f0 – f2)] × h 

Where: 

       L = lower boundary of the modal class 

      f1 = frequency of the modal class 

      f0 = frequency of the class before the modal class 

      f2 = frequency of the class after the modal class 

       h = class width 

Measures of Dispersion:  The measure of dispersion, on the other 

hand, defines how much the scores in a sample vary from one 

another. Although, average can indicate a series only as best as a 

single figure can, it cannot show the scatter of values of elements of 

a variable in the series around the true value of average. The 

measures of dispersion are used to calculate this scatter value of 

different variables. The most commonly used devices in measures of 

dispersion are as follows: 

Range:  The range is the difference between the largest and smallest 

values in the data set. It gives a rough measure of spread. 

Range = Maximum Value - Minimum Value 

Mean Deviation (About Mean): Mean deviation is the average of 

the absolute differences between each data value and the mean. It 

shows how much the values deviate from the mean. 

        Ungrouped Data: Mean Deviation = Σ|x - x̄| / n 

        Grouped Data: Mean Deviation    = Σf|x - x̄| / Σf 

 Variance: Variance is the average of the squared differences from 

the mean. It emphasizes larger deviations more than smaller ones. 

Ungrouped Data: Variance = Σ(x - x̄)² / n 

Grouped Data: Variance = Σf(x - x̄)² / Σf 
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 Standard Deviation: Standard deviation is the square root of the 

variance. It represents the average amount by which values differ 

from the mean. Standard deviation is used mostly in research studies 

and is regarded as the most satisfactory measure of dispersion in a 

series. It is less affected by fluctuations of sampling. 

Standard Deviation = √Variance 

Coefficient of Variation (CV): The coefficient of variation is a 

relative measure of dispersion that expresses the standard deviation 

as a percentage of the mean. 

CV = (σ / x̄) × 100% 

Inferential Analysis: Inferential statistics enable researchers to 

explore unknown data. Researchers can make deductions or 

statements about the broad population from the sample data using 

inferential statistics. These methods are also called inferential or 

inductive statistics. One of the basis of inferential analysis is the 

task of interpretation performed by estimating the population values. 

The various techniques used for inferential analysis include :  

Estimation: Estimation is the calculated approximation of a result, 

which is usable, even if the input data may be incomplete or 

uncertain. It involves deriving the approximate calculation of a 

quantity or a degree or worth.  For example, estimating the average 

height of all students in a university based on a sample. Estimation 

can be  

o Point Estimation: A single value estimate (e.g., 

sample mean estimates population mean). 

o Interval Estimation: A range of values (confidence 

interval) likely to contain the population parameter. 
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Hypothesis Testing :  It is a proposed explanation, whose validity 

can be tested. The hypothesis testing attempts to validate or disprove 

the preconceived ideas.  It is a procedure to test a claim or 

hypothesis about a population using sample data. The different tests 

used in hypothesis testing are Z-test, t-test, Chi-square test, ANOVA 

etc. 

Regression Analysis:  Analyzes relationships between variables to 

predict values of a dependent variable based on one or more 

independent variables. The types of regression used are Simple 

Linear Regression and Multiple Regression. For example Predicting 

sales based on advertising spend. 

 

15.5   Summing Up 

 Analysis is the act of transforming the data with the aim of 

extracting some useful information which, in turn, facilitates 

arriving at some useful conclusions. 

 Analysis may be categorized as descriptive analysis and 

inferential analysis  

 There are three types of such analysis, viz. univariate, 

bivariate and multivariate analysis. 

 All numbers generated by measuring instruments can be 

placed into one of four categories: nominal, ordinal, interval 

and ratio scale 

 Data interpretation is the process of reviewing, analyzing, 

and drawing conclusions from data to uncover patterns, 

trends, or insights. It transforms raw data into meaningful 

information that supports decision-making, hypothesis 

testing, and problem-solving 
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 The most important and general methods used in descriptive 

statistics are: Diagrammatic Representation of Data, 

Measures of Central Tendency and Dispersion  

 One of the basis of inferential analysis is the task of 

interpretation performed by estimating the population values  

 

15.6   Key Terms  

Analysis of data : The process of transforming data for the 

purpose of extracting useful information . 

Data Interpretation : Refers to the identification of trends 

in different variables . The researcher uses statistics for the 

purpose 

Central Tendency: Refers to the  central point around 

which the data revolves 

Dispersion: Refines to  how much the scores in a sample 

vary from one another  

Hypothesis Testing   :  It is a proposed explanation, whose 

validity can be tested 

 

15.7   Answers to ‘Check Your Progress’ 

The nominal measurement assigns a numeral value to a specific 

characteristics. It is the fundamental form of measurement. The 

nominal measurement calculates the lowest level of data available 

for measurement. 

Estimation is the calculated approximation of a result, which is 

usable, even if the input data may be incomplete or uncertain. It 

involves deriving the approximate calculation of a quantity or a 

degree or worth. 
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Range refers to the simplest possible measure of dispersion and is 

defined as the difference between the largest and smallest values in 

the data set. 

Regression Analysis analyzes relationships between variables to 

predict values of a dependent variable based on one or more 

independent variables 

Hypothesis Testing   is a proposed explanation, whose validity can 

be tested 

 

15.8   Model Questions 

Short Answer Questions  
1. Define qualitative data analysis. 

2.  How is data interpreted? 

3. Describe the inferential statistics. 

4. Why is standard deviation considered the most 

satisfactory measure of dispersion? 

5. What is nominal measurement? 

 

Long Answer Questions 

1. Explain the significance of descriptive statistics . 

2. Explain the difference between qualitative and 

quantitative statistics. 

3. Describe the various levels of measurement scales. 

4. Describe the various measures of central tendency. 

5. Explain the various measures of inferential statistics. 
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Unit-16 
 Test of Significance 

 

Unit Structure: 
16.1 Introduction 

16.2 Objectives 

16.3 Definitions 

16.4 Errors in Hypothesis Testing 

16.4.1 Type I error 

16.4.2 Type II error 

16.4.3 Level of Significance 

16.5 Test Statistic 

16.6 Critical Region 

16.7 One Tailed and Two Tailed Fests 

16.8 Degrees of Freedom 

16.9 Steps in Hypothesis Testing 

16.10 Summing Up 

16.11 Key Points 

16.12 Model Questions 

16.13 References and Suggested Readings 

 

16.1  Introduction 

Hypothesis testing is a statistical procedure to evaluate a hypothesis 

or claim about a population parameter based on sample data. This is 

the most important technique in statistical inference. Hypothesis 

tests are widely used in business and industry for making decision. 

For example we may wish to decide on the basis of sample data 

whether a new medicine is really effective in curing a disease, 

whether one training procedure is better than another etc. Such 

decisions are called statistical decision. 
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In attempting to reach a decision, assumption or guesses about the 

population involved are made. Such assumptions, known as 

statistical hypothesis may or may not be true. Hypothesis testing 

involves setting up a null hypothesis and an alternative hypothesis. 

These two hypothesis will always be mutually exclusive. This 

means that if the null hypothesis is true, then the alternative 

hypothesis is false and vice varsa since the decision of acceptance or 

rejection of a null hypothesis regarding a population parameter is 

made on the basis of sample drawn from the population, so an 

elemed of uncertainty is always involved in making such decision. 

Thus in hypothesis testing, errors occur when we draw incorrect 

conclusions about a hypothesis. The two distinct types of errors are 

Type I error and Type II error. Simultaneous reduction of both types 

of errors is not possible. In deciding whether to accept or reject a 

null hypothesis both the errors play a vital role. 

 

16.2  Objectives 
After going through this unit, you will be able to- 

 understand the concept of hypothesis testing, 

 define statistical hypothesis, 

 understand the difference between null hypothesis and 

alternative hypothesis, 

 determine whether a test is one tailed or two tailed, 

 understand different types of errors in hypothesis testing. 

 

16.3  Definitions 

1. Hypothesis 

By hypothesis, one simply means a mere assumption or some 

supposition to be proved or disproved. It is an assumption about the 

population parameter to be tested based on sample information. 
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Thus a statistical hypothesis (or a hypothesis) is some assumption or 

statement, which may or may not be true about the population 

parameters involved. 

There are two types of statistical hypothesis – They are null 

hypothesis and alternative hypothesis. 

2. Null Hypothesis 

The null hypothesis is the hypothesis which is put to test and is 

ultimately either accepted or rejected. It is generally a hypothesis of 

no significant difference and is denoted by HO. According to Prof. 

R.A. Fisher, “A null hypothesis is the hypothesis which is tested for 

possible rejection under the assumption that it is true.” For example 

if we want to test if the mean of a particular population (i.e. µ) has a 

specified value µo or not, then the null hypothesis will be stated as 

Ho : µ = µ0 i.e. there is no significance difference between the 

population mean µ and the specified value µ0. 

3.  Alternative hypothesis 

Any hypothesis that completely opposes what the null hypothesis 

states is called as the alternative hypothesis and is denoted by the 

symbol H1. For example if the null hypothesis is that the population 

mean µ is not different from µ0 i.e. H0 : µ = µ0, was the alternative 

hypothesis can be 

 (a) H1 : µ ≠ µ0 [Two tailed alternative hypothesis] 

 (b) H1 : µ < µ0 [Left tailed alternative hypothesis] 

 (c) H1 : µ > µ0 [Right tailed alternative hypothesis] 

4.  Hypothesis testing 

In most cases, we are to take decision about population on the basis 

of sample information. Such decisions are known as statistical 

decisions. The testing of hypothesis is a technique by which we test 
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the validity of a given statement about a population. It is a statistical 

means of testing an assumption stated in a hypothesis. 

 

Stop to Consider 

A hypothesis is a specific, testable statement or assumption about a 

phenomenon. It provides a basis of statistical testing. The null 

hypothesis is the statement or claim being made (which we are 

trying to disprove) and the alternative hypothesis is the hypothesis 

that we are trying to prove and which is accepted if we have 

sufficient evidence to reject the null hypothesis.  Hypothesis testing 

is a method of testing an assumption regarding a population by 

examining data from the same. 

 

Check Your Progress 
1. Define hypothesis. 

2. Distinguish between null and alternative hypothesis. 

3. What do you mean by hypothesis testing? 

 

16.4  Errors in Hypothesis Testing 

The decision of acceptance or rejection of a null hypothesis 

regarding a population parameter is made on the basis of sample 

drawn from the parent population. Thus, the decision taken may not 

always be correct. When a statistical hypothesis is tested, there are 

four possible situations. 

(i) Accept Ho when Ho was actually true 

(ii) Reject Ho when Ho was actually true 

(iii) Accept Ho when Ho was actually false 

(iv) Reject Ho when Ho was actually false. 

Obviously (ii) and (iii) lead to errors  
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Decision Actual situation 
Ho is true                     Ho is false 

Accept Ho 
Reject Ho 

Correct Decision          Type II error 
Type I error                  Correct decision 

 

Thus in hypothesis testing, two types of errors viz. Type I error and 

Type II error are likely to be committed. 

 

16.4.1 Type I Error 

Type I error is said to be committed when we reject the null 

hypothesis which happens to be true. The probability of committing 

Type I error is denoted by the symbol δ. Thus  

   = Prob. (Type I error) 

   = Prob. (rejecting Ho when Ho is true) 

In statistical quality control, Type I error is same as producer’s risk. 

 

16.4.2 Type II error 

Type II error is said to be committed when we accept the null 

hypothesis which happens to be false. The probability of committing 

Type II error is denoted by the symbol β.  

 Thus β = Prob. (Type II error) 

   = Prob. (accepting Ho when Ho is false) 

In statistical Quality Control, Type II error is same as consumer’s 

risk. 

For an ideal test, both Type I and Type II errors should be kept 

minimum. However, this is not a simple matter, since for a given 

sample size an attempt to decrease one type of error is accompanied 

by an increase in other types of error. For example of we reduce the 
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probability of Type I error from 0.05 to 0.9, one simultaneously 

increase the probability of Type II error. Thus there cannot be 

simultaneous minimization of both the types of errors. 

In practical situation, it is more dangerous to accept a false 

hypothesis (Type II error) than to reject a correct one (Type I error). 

So we keep the probability of committing Type I error to a fixed 

minimum such as 1%, 5% or 10% and chose the critical region (test) 

for which Type II error is minimum. 

 

16.4.3 Level of Significance 

In testing of hypothesis the maximum probability with which we are 

willing to risk Type I error is called level of significance. In other 

words, the maximum probability with which a true null hypothesis 

is rejected is called level of significance and is denoted by . 

Generally acceptable level of significance are 5% or 1% although 

other levels may also be chosen a Interpretation of 5% level of 

significance when we choose 5% level of significance there are 5 

cases out of 100 that we would reject the correct null hypothesis 

when it is actually true and hence should be accepted. Thus we are 

95% confident that we have made the right decision in rejecting the 

null hypothesis and accepting the alternative hypothesis. 

Interpretation of 1% level of significance when we test a hypothesis 

at 1% level of significance there is only one chance out of 100 that 

we would reject the null hypothesis when it should be accepted and 

we are 99% confident that we have made the right decision. 

 

Stop to Consider 

In the context of testing of hypothesis, two types of errors are likely 

to be committed. These errors expressed in terms of probabilities are 
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called Type I and Type II errors. Type I error means rejection of 

null hypothesis which should have been accepted and Type II error 

means accepting the null hypothesis which should have been 

rejected. It is challenging to minimize both errors simultaneously 

because decreasing the probability of one typically increases the 

probability of the other. The level of significance is the minimum 

value of the probability of rejecting the null hypothesis when it is 

true. 

 

Check Your Progress 
1. Differentiate between Type I error and Type II error. 

2. Define level of significance. 

 

16.5 Test Statistic 

Test statistic is a function of the sample data that is used in the 

decision rule for deciding whether to accept or reject the null 

hypothesis. It is a crucial part of any statistical hypothesis test. 

There are different types of test statistics, each appropriate for 

different types of data and different types of analysis. Some of the 

most common test statistics are z statistic, t statistic, chi-square 

statistic etc. 

 

16.6 Critical Region 

The set of values of the test statistic that lead to the rejection of the 

null hypothesis is called the critical region or the rejection region. If 

the calculated test statistic falls within this region, the researcher 

concludes that there is enough evidence to reject the null hypothesis 

in favour of the alternative hypothesis. The set of values which lead 

to the acceptance of the hypothesis is termed as the acceptance 
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region. Generally, the critical region corresponds to the 

predetermined value of the level of significance  and the 

acceptance region corresponds to i-. In a one-tailed test, the 

rejection region is on one side of the test statistic distribution, the 

acceptance region occupies the other side. In a two-tailed test, the 

rejection region is on both sides of the test statistic distribution, 

while the acceptance region lies in the middle. 

 

16.7  One Tailed and Two Tailed Tests 

A test of any statistical hypothesis where the alternative hypothesis 

is one tailed (right tailed or left tailed) is called a one tailed test. For 

example, a test for testing the mean of a population Ho : µ=µo 

 Again the alternative hypothesis 

 H1 : µ>µo (right to tailed) or H1 : µ<µo (left tailed), is a 

single tailed test. 

 In the right tailed test (H1 : µ>µo) the critical region lies 

entirely in the right tail of the sampling distribution while for the left 

tail test (H1 : µ<µo) the critical region is entirely in the left tail of the 

distribution. 

 

  

A test of statistical hypothesis where the alternative hypothesis is 

two tailed such as H0: µ= µo against alternative hypothesis H1: µ ≠ µo 

(µ>µo and µ< µo) is known as two tailed test and in such a case the 

critical region is given by the portion of the area lying on both the 

tails of the probability curve of the test statistic. 
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16.8  Degrees of Freedom 

The degrees of freedom (d.f.) is a number which tells us how many 

of the values or numbers may be chosen independently. 

Sample (1) Consider a data sample consisting of five positive 

integers such that the value of the five integers must have as average 

of 6. If {3,4,5,8} are the four items within the data set then the fifth 

number must be 10. Since we are at liberty to chose the first four 

number, the degree of freedom is 4. 

Sample (2) Consider a data sample consisting of five positive 

integers. There are no limitations on the numbers selected. Since all 

the five numbers can be selected randomly, the degrees of freedom 

is 5. 

 

16.9  Steps in Hypothesis Testing 

Various steps for testing of hypothesis is given below: 

1. Set up the null hypothesis Ho 

2. Set up the alternative hypothesis H1 

3. Choose an appropriate level of significance () which is usually 

5% or 1% 

4. Under the null hypothesis or the null hypothesis to be true, 

choose the appropriate test statistic and calculate its value. 
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5. Compare the computed absolute value of the test statistic with 

its absolute critical or significant value at the specified level of 

significance. If the computed absolute value is greater than the 

absolute significant value, reject the null hypothesis Ho at  level of 

significance. However if the computed absolute value is less than or 

equal to the absolute critical value, accept the null hypothesis Ho at 

 level of significance. 

Stop to Consider 

A test statistic is a value calculated from sample data during a 

hypothesis test and is used to decide whether to accept or reject the 

null hypothesis. Critical region is the area of the sampling 

distribution in which the test statistical value must fall for the null 

hypothesis to be rejected. Hypothesis tests are classified as either 

one tailed or two tailed tests. Degree of freedom defines the number 

of values in a dataset having the freedom to vary. 

 

Check Your Progress 
1. Define test statistic. 
2. Differentiate between critical region and acceptance region. 
3. What are one tailed and two tailed tests? 
4. Define degrees of freedom. 

 

16.10 Summing Up 

1. A statistical hypothesis is a precise testable claim about a 

population parameter that can be evaluated using same data. 

2. A null hypothesis is usually put to test for possible acceptance or 

rejection. 

3. The alternative hypothesis can be one tailed or two tailed. 

4. Hypothesis testing is a statistical method used to make decisions 

about a population based on sample data. 
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5. Both Type I and Type II errors cannot be reduced 

simultaneously. 

6. The level of significance is most often set to 5%, although other 

levels may be used depending on the study. 

7. In hypothesis testing, a critical region is a set of values for the 

test statistic that leads to the rejection of the null hypothesis. 

8. In one-tailed test, the critical region is located in only one tail of 

the probability distribution. 

9. Understanding degrees of freedom is crucial for accurate 

statistical analysis. 

10. Hypothesis testing involves a structured process to evaluate 

claims about a population using sample data. 

 

16.11 Key Points 

1. Hypothesis testing is a fundamental concept in statistics that 

allows us to draw conclusion about a population based on a 

sample of data. 

2. Since hypothesis tests are based on sample information, the 

possibility of errors must be considered. 

3. There is an inherent trade-off between Type I and Type II errors 

– Lowering the probability of or type of errors increase the 

probability of the other. 

4. Whether a test is one-tailed or two tailed, depends on alternative 

hypothesis. 

5. The hypothesis testing procedure is formalized in a five-step 

procedure. 
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16.12 Model Questions 

Multiple Choice Questions. 

1. Which of the following represents a two-tailed alternative 

hypothesis? 

 (a) H1 : µ>µo        (b) H1 : µ<µo      (c) H1 : µ≠µo        

(d) H1 : µ=µo 

2. Any hypothesis which is tested for the purpose of rejection 

under the assumption that it is true is called 

 (a) null hypothesis       (b) alternative hypothesis     

(c) Statistical hypothesis   (d) none of the above. 

3. If the critical region is located equally in both sides of the 

sampling distribution of test statistic, the test is  

 (a) One tailed        (b) Two tailed       

(c) Right tailed        (d) Left tailed 

4. A statement made about a population for testing purpose is 

called  

  (a) statistic     (b) hypothesis   

  (c) level of significance   (d) test statistic 

 Ans. 1. (c)        2. (a)       3.(b)     4. (b) 

Fill in the blanks 

1. A hypothesis contrary to __________ is called an alternative 

hypothesis. 

2. Level of significance is associated with _________ error. 

3. The probability of committing a Type II error is denoted by 

_________. 
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4. The null hypothesis is rejected if the value of the test statistic 

lies in the _________ region. 

Ans. 1. Null          2. Type I           3. B            4. Critical region. 

 

State whether True or False. 

1. A one tailed test has a critical region in both tails of the 

distribution. 

2. If you decrease the level of significance from 0.08 to 0.01. you 

reduce the chance of a Type I error. 

3. A hypothesis test is a process that uses population parameters to 

test a claim about a sample statistic. 

4. In hypothesis testing, the null hypothesis should contain the 

equality sign. 

Ans :  1. False        2. True        3. False          4. True 

Match column A with Column B 

 Column A  Column B 

1. One tailed hypothesis            a. value test computed from sample data 

2. Null hypothesis b. consumer’s risk 

3. Type II error c. hypothesis states there is 

no effect or no difference 

4. Test statistic d. Critical region in one tail 

Ans. 1. (d)                2. (c)             3. (b)             4. (a) 

Short Answer Questions 

1. Define null hypothesis and alternative hypothesis. 

2. What are the two types of errors associated with testing of 

hypothesis? 
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3. Distinguish between one tailed test and two tailed test. 

4. Define critical region. 

5. What is degrees of freedom? 

Long Answer Questions 

1. Explain the steps involved in hypothesis testing. 

2. Explain Type I and Type II errors. Discuss the fact that there is 

always a trade off between Type I and Type II errors. 

3. Explain level of significance and critical region. 
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Unit-17 
Various Tests Associated with Test of Significance 

 

Unit Structure: 
17.1 Introduction 

17.2 Objectives 

17.3 Z Test 

17.3.1 Applications of Z test. 

17.4 Chi-square test 

17.4.1 Applications of Chi-square test 

17.4.2 Some key concepts 

17.4.3 Chi-square test for goodness of fit 

17.4.4 Chi-square test for independence of attributes 

17.4.5 Chi-square test for independence of attributes 

17.5 F test 

17.5.1 Applications of F test. 

17.6 Student’s t test 

17.6.1 Assumptions of t test 

17.6.2 Applications of the t test. 

17.7 Summing Up 

17.8 Key Points 

17.9 Model Questions 

17.10 References and Suggested Readings 

 

17.1 Introduction 

Inferential statistics is the process of relating the sample results to 

population. Hypothesis testing a key correspondent of inferential 

statistles, allows us to evaluate the validity of a hypothesis about a 

population by analyzing data from a sample. It is a very important 

tool which can be used to arrive at a meaningful conclusion. It helps 

to decide whether there is enough evidence so, support a certain 
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belief or claim about a populate parameter. Various tests are 

associated with testing of hypothesis. In this unit we will discuss Z 

test. Chi-square test and F tests. t test a small sample test has also 

been discussed in this unit. 

 

17.2 Objectives 

After going through this unit, you will be able to- 

 understand large sample Z test and its applications, 

 understand the Concept of chi-square statistics and chi-

square,   

 distributions, applications of chi-square test. 

 

17.3  Z-Test 

Z test is based on the normal probability distribution and is used for 

large samples i.e. the samples that are greater than or equal to 30. 

Thus Z test is a large sample test. It is also known as standard 

normal test. The assumptions made in such test are: 

a) The sampling distribution of the sample statistic follows normal 

distribution. 

b) The value given by any random sample is sufficiently close to the 

population value and hence can be used in its place for calculating 

the standard error of this estimate. 

Since for large sample, any sample statistic t follows normal 

distribution hence for this statistic we have the standard normal 

distribution Z defined by 

 

1) N(0,~
(t) S.E.

E(t)tZ 
  
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17.3.1 Application of Z test 

1. To test for a specified mean set us consider a sample of Size         

n ~(≥30) and let x  denote the sample mean. We have to test the null 

hypothesis that the population mean µ has the specified value of µ o 

i.e. Ho : µ = µo against the alternative hypothesis HI : µ ≠ µo. If Ho is 

true, then the test statistic is  

N(0,1)~
n/

xZ



  

   Where r = r0 

If the population standard deviation 6 is unknown or not given, then 

we are to substitute the value of sample standard deviation for σ2 

Now, we compare the calculated value g z with the significant value 

at the specified level of significance then we accept the null 

hypothesis at that specified level of significance, If the calculated 

value of z is less than or equal to the significant value at the 

specified level of significance, otherwise are reject it. 

Q.1. A company claims its employees type at an average speed of 

64 words per minute (wpm) A sample of 49 employees has a mean 

typing speed of 63.5 wpm. The population standard deviation is 4.9 

wpm. Test the claim of 5% of significance. 

Soln. Here the null hypothesis is  

  Ho : µ = 65 

 and the alternative hypothesis is  

  HI : µ ≠ 65 

 Assuming the null hypothesis to be true the test statistic is 

  Z = 
N/
rx


  

  Here  x  = 63.5 
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   n = 18 

   σ = 4.9 

   µ = 65 

   Z = 
49/9.4
655.63   

          = - 2.14 

   |Z| = 2.14 

 Translated value of z at 5% level of significance = 1.96 

Since calculate value of Z(=2.14) is greater then tabulated value of 

Z (=1.96) at 5% level of significance, so we reject the null 

hypothesis and concluded that the typing speed is significantly 

different from 65 wpm. 

2. To test for the equality of the two population means : Let two 

samples of sizes n1 and n2 be drawn from population having means 

µ1 and µ2 and standard deviation σ1 and σ2. 

To test whether population means are equal, the null hypothesis is 

H0. µ1 ≠ µ2 and alternative hypothens is H1. µ1 ≠ µ2. 

 If we assume H0 is true, the test statistic is  

  Z=

2

2
2

1

2
1

21

nn

xx




 ~ N(0,1) 

Comparing calculated value of z with the tabulated value of Z t the 

specified level of significance, we take decision regarding 

acceptance or rejection of the null hypothesis. 
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Q.1.  The means of two large samples of size 100 and 120 are 122 

and 120 respectively. Test the equality of means of the two 

populations with standard deviation of 8 and 10. 

Soln :  Let µ1 and µ2 denote the means of the two populations. 

  The null hypothesis is  

   H0 : µ1= µ2 

  The alternative hypothesis is  

   H1: µ1≠ µ2. 

  Under the null hypothesis, the test statistic is  

  Z  =

2

2
2

1

2
1

21

nn

xx




 ~ N(0,1) 

 Here n1 = 100 

  n2 = 120 

  1x  = 122 

  2x = 120 

  σ1 = 8 

  σ2 = 10 

      Z  = 

120
10

100
8

120122
22




 

  = 
473.1
2  

  = 1.648 

 Tabulated value of Z2 at 5% level of significance = 1.96 
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Since calculated value of Z (= 1.648) is less than tabulated value of 

Z (=1.96) at 5% level of significance, so we accept the new 

hypothecs and conclude that there is no significant difference 

between the two population means. 

3. To test for a specified proportion bet us consider a random sample 

of size n(n≥3o) out of which x number of observations possess a 

certain attribute. 

Now p = 
n
x  is the sample proportion of observations possessing the 

attribute. 

To test the hypothesis, that the population proportion P has a 

specified value Po, the null hypothesis is   H0 : P=P0 

 Against the alternative H1 : P ≠ 0 

 Under Ho, the test statistic is  

  Z = 

n
PQ

Pp  ~ N(O11) 

  where P = Po, Q = 1-P = 1- P0 

We take decision regarding acceptance or rejection of null 

hypothesis by comparing the calculated value of z with the tabulated 

value at the specified level of significance. 

Q.1. A region claims 48% of registered voters are females. A 

survey of 500 voters finds 260 are females. Test this claim at 5% 

level of significance. 

 Soln : Here Population Proportion P = 0.48 

 Sample preposition = 
500
260  = 0.52 

                                        N = 500 
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Under Ho, the test statistic is  

Z = 

n
PQ

Pp  ~ N(O11) 

  = 

500
0.520.48

48.052.0

 [Q = l-P = 1-0.48 = 0.52 

 =  
0005.
04.0

 

 =  1.79 

Since calculated value of Z (=1.78) is less then 1.96, the significant 

value of Z at 5% level of significance, so we accept the null 

hypothesis and conclude that 48% of registered voters are females. 

4. Test for the equality of two population proportion : Let P1 and P2  

be sample proportions possessing a certain attribute in two large 

random samples of sizes n1 and n2 drown from two populations 

having proportions P1 and P2. To test the hypothesis that the two 

population proportions are equal, the null hypothesis is  

  Ho : P1= P2 

 And the alternative hypothesis is 

  H : P1 ≠ P2 

 Under Ho, the test statistic is  

  Z = 
2

22

1

11

21

n
QP

n
QP

PP



 ~ N(O,1) 

If population proportions P1 and P2 are unknown, then we can 

estimate p1 and p2 using any of the following methods. 

(a) Substitution method 
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In this method, the population proportions P1 and P2 are estimated 

by sample proportions P1 and P2 respectively. The test statistic is 

given by  

 
2

22

1

11

21

n
QP

n
QP

ppZ





 

(b) Pulling method 

In this method, the estimated value for the population proportion is 

obtained by pulling the two sample proportions into a single 

proportion given by 

  11

2211

nn
pnpnP





 

 In this case, the test statistic is 

 
21

21

n
PQ

n
PQ

ppZ





  

 













21

21

n
1

n
1PQ

pp    
 

 Where q = 1 – p. 

By comparing the calculated value of Z with the tabulated value, 

decision regarding acceptance or rejection of new hypothesis is 

taken. 

Q. In a random sample of 100 persons taken from village A, 60 are 

found to be consuming tea. In another sample of 200 persons taken 

from village B, 100 persons are found to be consuming tea. Do the 

date reveal significant difference between the two so far as the habit 

of taking tea is concerned? 
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Soln : The new hypothesis is 

 Ho : There is no significant difference between the two 

villages so far as the habit of taking tea is concerned. 

 i.e. Ho : P1=P2 where P1 and P2 denote population 

proportions and the alternative hypothesis is  

  P1 ≠ P2 

Here  p1 = 6.0
100
60

  

  p2 = 5.0
200
100

  

  n1 = 100 

  n2 = 200 

The test statistic is given by 

 Z = )1,0(~
11

21

21 N

nn
pq

pp











  

 Where p - 
21

2211

nn
pnpn


  

 Now,  P = 
200100

5.02006.0100


  = 0.53 

  q = 1-p1 – 0.53 = 0.47 

  Z = 






 



200
1

100
1)47.0)(53.0(

5.06.0  

  = 
0037.0

1.0  

  = 1.64 
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Tabulated value of z at 5% level of significance = 1.96 

Since calculated value of Z (=1.64) is less than the tabulated value 

of Z (=1.96) at 5% level of significance, so we accept the null 

hypothesis and conclude that these is no significant difference 

between the two villages so far as the habit of taking tea is 

concerned. 

 

Stop to Consider 

Z test is a large sample test and is used when the population 

standard deviation is known. It can be used to compare sample mean 

to population mean, compare two sample means and compare 

proportions. 

 

Check Your Progress 

1. What is a Z test? 

2. Write the applications of Z test. 

3. A sample of 400 managers is found to have a mean height of 

171.38 cms. Can it be reasonally regarded as a sample from a large 

population of mean height 171.17 cm and standard deviation of 3.30 

cms? 

4. Explain the procedure of testing the equality of two population in 

case of large samples. 

 

17.4 Chi-Square Test 

A chi-square test is a statistical test used to determine if there is a 

significant association between categorical variable. This test checks 
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whether the frequencies occurring at the sample differ significantly 

from the frequencies one would expect. 

Consider a sequence of normally distributed independent random 

variables X1, X2, Xn with mean = E(xi) = µi 

 And variance = V(xi) = σi2,  i = 1,2, n 

Then the statistic 
2

i

iix

1i

n








 


 

  is a Chi-square variate with 

n dif and is denoted by x2 

 

17.4.1  Application of Chi-square Test 

1. It is used to test goodness of fit. 

2. It is used to test independence of attributes 

3. It is used to test if the population has a specified value of 

standard deviation or variance. 

 

17.4.2  Some Key Concepts 

(1) Observed and expected frequencies 

Observed and expected frequencies are key concepts in statistics, 

especially in hypothesis testing like the Chi-square test. Observed 

frequencies are the actual counts or frequencies collected from data. 

Expected frequencies are the frequencies which we would expect to 

find if a specified hypothesis happens to be true- after assuming 

equal distribution or based on some theoretic model. 

Example : Coin toss (two outcomes) 

Scenario : A fair coin is tossed 100 time observed frequencies :  

       Heads – 56 
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       Tails  – 44 

Expected frequencies (assuming fair coin)   Head : 50 

       Tails : 50 

2. Contingency table 

A contingency table displays frequencies for combinations of two 

categorical variables. If observed frequencies one displayed in the 

form of a table having r rows and c columns, then it is called an rxc 

contingency table. The following table is a 2×2 contingency table. 

 Male Female 

Employed 50 20 

Unemployed 15 15 

 65 35 

 

For an rxc contingency table, the number of degrees of freedom is 

given by (r-1) (c-1). 

 

17.4.3 Chi-square Test for Goodness of Fit 

The Chi-square goodness of fit test is used to measure the 

significant difference between the expected and observed 

frequencies under the null hypothesis that there is no difference 

between the observed and expected frequencies. 

Let O1, O2, ….. On be a set of observed frequencies and E1, E2, ….., 

En be the corresponding set of expected frequencies. The null 

hypothesis to be tested is  

Ho : There is no significant difference between the observed and 

expected frequencies and the alternative hypothesis is 

 H1 : The difference is significant under Ho, 
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 Then  x2 test statistic is  

 






n

1i

2

i

2
ii2 )1(x~

E
)E(Ox n  

 Where  
 


n

1i

n

1i
i ;EO  

If the calculated value of x2 is greater than the tabulated value of x2 

at the specified level of significance, then the null hypothesis is 

rejected, otherwise Ho is accepted. 

Q1.  A die is thrown 60 times with the following result  

 Face :  1 2 3 4 5 6 

 Frequency : 6 10 8 13 11 12 

Are the data consistent with the hypothesis that the die is unbiased? 

 [x2 = 11.07 for 5 d.f. at 5% level] 

Solution : 

 Here, the null hypothesis is 

  Ho : The die is unbiased. 

 And the alternative hypothesis is 

  H : The die is biased. 

 The probability of each face is 
6
1  and the expected 

frequency = 60×
6
1       

 = 10 for each case. 

The chi-square statistic is given by  


 )1(~
E

)E(O 2

i

2
ii2 nxx  

For calculation we prepare the following table. 



312 
 

Face Observed 
frequency (Oi) 

Expected 
frequency (Ei) 

(Oi-Ei)2 (Oi – Ei)N/Ei 

1 

2 

3 

4 

5 

6 

6 

10 

8 

13 

11 

12 

10 

10 

10 

10 

10 

10 

16 

0 

4 

9 

1 

4 

1.6 

0 

0.4 

0.9 

0.1 

0.4 

    4.3
E

)E(O

i

2
ii 

  

Calculated  


i

2
ii2

E
)E(Ox  

  = 3.4 

Tabulated value of x2 for 5 d.f. at 5% level of significance =11.07. 

Since calculated value of x2 is less than tabulated value of x2 at 5% 

level of significance, here we accept the null hypothesis and 

conclude that the die is unbiased. 

 

17.4.4 Chi-square Test for Independence of Attributes. 

Let us consider two attributes A and B, A is divided into m classes 

A1, A2,….., Am and B is divided into n classes B1, B2, …, Bn. Let 

(AiBj) denote the number of persons possessing the attribute Ai and 

Bj. (i = 1,2 …., m if = 1,2,….,n). The various cell frequencies can be 

expressed in the following table known as rxs contingency table 

where (Ai) is the number of persons possessing the attribute Ai 

(i=1,2,…..m) and (Bj) is the number of persons possessing the 

attribute Bj (j=1,2,….,n). Also  

   
NBA j

n

1j

m

1i
i 

  
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A        

B 

B1 B2 ….. Bj ….. Bn Total 

A1 (A1B1) (A1B2) ….. (A1Bj) ….. (A1Bn) (A1) 

A2 (A2B1) (A2B2) ….. (A2Bj) ….. (A2Bn) (A1) 

. 

. 

. 

. 

. 

. 

. 

. 

. 

 . 

. 

. 

 . 

. 

. 

. 

. 

. 

Ai (AiB1) (AiB2)  (AiBj)  (A2Bn) (Ai) 

. 

. 

. 

. 

. 

. 

. 

. 

. 

 . 

. 

. 

 . 

. 

. 

. 

. 

. 

Am (AmB1) (AmB2) … (AmBj) … (AmBn) (Am) 

Total (B1) (B2) … (Bj) … (Bn) N 

The problem is to test if two attributes A and B under consideration 

are independent or not. 

 The null hypothesis to be tested is  

Ho : The two attributes are independent and the alternative 

hypotheses is 

H1 : The two attributes are independent under the null hypothesis, 

the test statistic is given as 

 
1)1)(n(m

2

i

2
ii2 ~

E
)E(O

 
 xx

 

 The expected frequency of any cell is obtained as 

 Total Grand
lColumnTotaRawtotalE 


 

If the calculated value of x2 is greater that the tabulated value of x2 

with (m-1) (n-1) d.f. at the specified level of significance, then we 

reject the null hypothesis, Otherwise we accept it. 
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Q.1. A sample of 200 persons with a particular disease was 

selected. Out of these, 100 were given a drug and the others were 

not given any drug. The results are as follows. 

Number of persons Drug No Drug 

Cured 65 55 

Not cured 35 45 

Total 100 100 

 

 Test whether the drug is effective or not. 

Soln The null hypothesis to be tested is  

Ho : The drug is not effective is curing the disease and the 

alternative hypothesis is 

H1 : The drug is effective is curing the disease. 

Number of persons Drug No Drug Total 
Cured  65 55 120 

Not cured 35 45 80 
Total 100 100 200 

 

The expected frequency of any cell is computed using the formula. 

  totalGrand
alColumn totTotal RawE 


 

 The expected cell frequencies are 

 
60

200
100120E11 




,  
60

200
100120E12 




 

 
40

200
10080E21 




,  
40

200
10080E 22 



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Cho-square statistic is given by 

 
1)1)(n(m

2
2

2 λ~
E

E)(Oλ  
   

with (m-1) (n-1) df 

We now prepare the following table 

O E (O-E)2 (O-E)2 

65 60 25 0.417 

35 40 25 0.625 

55 60 25 0.417 

45 40 25 0.625 

   084.2
E

E)2(O


  

 x2=  
 2.084
E

E)(O 2

 

 Here degrees of freedoms  = (r-1) (c-1) 

    (if)  = (2-1) (2-1) 

     = 1×1 

     = 1 

For df =1, X2
0.05 = 3.84 

Since calculated value of x2 is less than tabulated value of x2 for 1 

d.f as 5% level of significance, so we accept the null hypothesis and 

conclude that the drug is not effective in curing the disease. 

 

17.4.5 Chi-square Test is Test for a Specified Population 

Variance  

Suppose a random sample of size n is drawn from a normal 

population with mean µ and variance σ2. To test the hypothesis that 

the population variance has a specified value σ0
2 
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  The null hypothesis H0. σ 2 = σ0
2 

  And the alternative hypothesis is 

   H1 : σ 2 ≠ σ0
2 

  Under Ho, the test statistic is given by 

    


n

121
2

2
2 xxi


x  

        = 2

2ns


~ Chi-square distribution with (n-1) d.f 

        Where   22 )x(x
n
1s  

If calculated x2 is greater than tabulated x2 for (n-1) d.f as specified 

level of significance, we reject the null hypothesis otherwise we 

accept it. 

Q. A university claims that the variance in scores on an exam is 16. 

A sample of 10 students has scores with a standard deviation of σ. 

Test the claim at 5%  significance level. 

Soln  The null hypothesis  

  Ho : σ2=16 

 And the alternative hypothesis is 

  Hi : σ2≠16 

 The test statistic is 

  x2 = 2

21)s(n

  follows Chi-square distribution with 

(n-1)dj. 

 Where  s2 = sample variance 

  σ2 = population variance 

  n = sample size 
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 Here  s2 = 36 (Sample standard deviations δ) 

  σ2 =16 

  x2= 
61

36)110(

  

  = 20.25 

 Here d.f = n-1 = 10-1 = 9 

 Tabulated 16.419(9)X2
0.05   

Since calculated value of x2 is greater than tabulated value of x2 at 

5% level of significance with 9 d.f. so we reject the null hypothesis 

and concludes that variance differs from 16. 

Stop to Consider 

A Chi-square test is a statistical test used in the analysis of 

contingency tables. It is used to analyze categorical data. Chi-square 

goodness of fit test is a very popular statistical test 

 

Check Your Progress. 
1. Define Chi-square test. 

2. Write the applications of chi-square test 

3. Define observed and expected frequencies. 

4. Explain Chi-square test for independence of attributes. 

 

17.5 F-Test 

F distributes is a probability distribution that is commonly used in 

statistical analysis F statestic is the ratio of two independent chi-

square variables divided by their respective degrees of freedom. 
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Thus F = 
2

2
2

1
2
1

/ν
/ν

x
x  where 2

1x  and 2
2x  are two independent chi-square 

vareates with 1ν  and 2ν d.f. 

 The statistic F follows F distribution with ( 1ν , 2ν ) d.f. 

 

17.5.1 Applications of F Test 

1. It is used to test the equality of two population variances 

2. It is used to test the significance of an observed sample 

multiple correlation 

3. It is applied for testing the significance of an observed  

sample correlation ratio 

4. It is used to test the linearity of regression 

5. It is used to test the equality of several population mean. 

We now discuss in detail application (i) of F test/F test for the 

equality of two population variance Let two independent samples x1, 

x2 …….. xn and y1, y2, yn2 of sizes n1 and n2 have been drawn from 

two normal populations with variances 2
1  and 2

2  respectively. To 

test whether two population variances 2
1  and 2

2  are equal, the 

null hypothesis is  

  Ho : 2
1 = 2

2 = σ2 

  And the alternative hypothesis is H1 : 2
1 ≠ 2

2  

Under H0, the test statistic is  

 F = 2
2

2
1

S
S ~ F (n1-1, n2-1)    [ 2

1S > 2
1S ] 

Where 2
1S  and 2

1S  are unbiased estimates of the common population 

variance σ2 where are given by  
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   



2

1
1

2
1 xx

1n
1S  

   



2

1
2

2
1 yy

1n
1S  

If the calculated F is greater than the tabulated value F at the 

specified level of significance with (n1-1, n2-1) d.f. then we reject the 

null hypothesis, otherwise we accept it. 

Note : 

(1) If 2
2S > 2

1S  then F statistic is given by 

  F = 2
1

2
2

S
S ~ F (n2-1, n1-1)     

(2) F test is also known as Variance Ratio Test as it is 

based on the ratio of two variances. 

Q.1. Two random samples drawn from normal population are 

 Sample 1 18 20 36 50 49 36

 34 49 41 

 Sample 2 29 28 26 35 30 44

 46 

Examine at 5% level, whether the two population have the same 

variance. 

Soln The null hypothesis is H0 : 2
1  = 2

2  

 and the alternative hypothesis is H1 : 2
1  ≠ 2

2  

 Under Ho, the test statistic is 

  F = 2
2

2
1

S
S  

 Where 2
1S =   


2

21
1

xx
1n

1  
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  2
2S =   


2

22
2

xx
1n

1  

Sample 1 Sample 2 

x1 x1- x
1=x1-37 

(x1-x 1)2 x2 x2- x
2=x 2-

37 

(x2-x 2)2 

18 

20 

36 

50 

49 

36 

34 

49 

41 

-19 

-7 

-1 

13 

12 

-1 

-3 

12 

4 

361 

289 

1 

169 

144 

1 

9 

144 

16 

29 

28 

26 

35 

30 

44 

46 

5 

6 

8 

1 

4 

10 

12 

25 

35 

64 

1 

16 

100 

144 

Σx1=338  Σ(x1-x
1)2 =1134 

Σx2=238  Σ(x2-x
2)2 =386 

 

 

 Here  x 1 = 
1n

1  Σx1 =
9
1

 × 333 = 37 

  x 2 = 
2n

1  Σx2 =
7
1

 × 238 = 34 

 2
1S =   


2

21 xx
1n

1  = 
1-9

1
×134 = 8

1
×1134 = 141.75 

  2
2S =   


2

22
2

xx
1n

1 = 
1-7

1
×386 = 64.83 

  Since 2
1S  > 2

2S  
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  2.203
64.33

141.75
S
SF 2

2

2
1   

  d.f = (9-1, 7-1) = (8, 6) 

 Tabulated value of F0.05 (8,6) = 4.15. Since the calculated 

value of F (=2.203) is less than the tabulated value of F (= 4.15) at 

5% level of significance so we accept the null hypothesis and 

conclude that the population from which samples have been drawn 

have the same variances. 

 

Stop to Consider 

F test is a statistical test that compares variances. It is used to 

determine if the variances of two samples are significantly different. 

 

Check Your Progress 
1. Define F test 

2. Write the applications of F test. 

3. In a random sample of 8 observations, the sum of squares of 

deviations about mean is 124.5. In another random sample of 10 

observations, the sum of squares of deviations about mean is 101.5. 

Examine whether the two samples have been drawn from normal 

populations having same variance. Given that  

  F0.05 (8,10) = 3.07 

  F0.05 (7,9) = 3.29 
 

17.6 Student’s t Test 

Incase of small sample size i.e. n<30, a concept of a new 

distribution known as Student’s t distribution have to be used. Here 

the populations is considered to be normally distributed, but 

population standard deviation is not known. This distribution is 

based on the concept of degrees of freedom and was introduced by 

W.S. Goss under the pseudo name Student. 
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Let x1, x2, xn be any random sample of size n a drawn from a normal 

population with mean µ and standard deviation σ (which is 

unknown). Here the sample size n is small (<) then the test statistic 

is given by 

  ns/
xt 

   → (1) 

 



n

1i

1
ix

n
1x    Where  

  



n

1i

2
i

2 )x-(x
1n

1S  

 The statistic S
)x(n 

 ~ t distribution with (n-1) d.f. 

 

Other form of Student’s t 

Sample variance s2 =   2)x(xi
n
1  

  => ns2 =  2)x(xi  

 Also  s2 =   2)x(xi
1-n

1  

  => (n-1)s2 =   2)x(xi  

         = ns2 = (n-1) s2 

  => 
1n

ns2


 = s2 

  => S = 
1n

n


 s  →  (2) 

 Using (2) in (1), we get 
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  t = 
ns/

1n
n

μx



  

     = 
1ns/

μx


  

 The statistic follows t distribution with (n-1) d.f. 

 

17.6.1 Assumptions of t Test 

 1. The parent population from which the sample is drawn is 

normal. 

 2. The sample is drawn at random. 

 3. The population standard duration is unknown. 

 

17.6.2 Applications of the t Test 

 1. t test is applied to test for a specified population mean, 

population standard deviation being unknown. 

 2. t test is applied to test the significant difference of two 

population means the population standard deviation being equal 

but unknown. 

 3. t test is applied to test the significance of an observed sample 

correlation coefficient. 

 

Stop to Consider 

t test, also known as Student’s t test is used when the population 

standard deviation is unknown and the sample size is less than 30. It 

has numerous applications. 
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Check Your Progress 

1. Write the assumptions of t test. 

2. What are the applications of t test? 

 

17.7 Summing Up 

1. Z test is a statistical test which is used when population standard 

deviation σ is known and size of the sample is large. 

2. There are two commonly used chi-square tests – the chi-square 

goodness of fit test and the chi-square test of independence. 

3. Chi-square test is used for analyzing categorical data. 

4. F tests are a ratio of variances and is utilized in comparison of 

two variance. 

5. t-test is a statistical test procedure that tests whether there is a 

significant difference between the means of two groups. 

 

17.8  Key Points 

1. The main difference between a z test and a t – test lies in the 

population standard deviation and sample size. Z test is used 

when the population standard deviation is known and the 

sample size is large (30 or more). While t test is used when the 

population standard deviation is unknown and the sample size 

is small (less than 30). 

2. Chi-square tests are typically used with categorical data, 

meaning data that can be sorted into categories or groups. 

3. F-test is frequently applied in Analysis of variance. 
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17.9 Model Questions 

Multiple Choice Questions. 

1. The z-test assumes that the population variance is 

 (a) unknown   (b) one   (c) zero  (d) known. 

2. In a chi-square goodness of fit test acted frequencies are also 

called ________ frequencies. 

 (a) expected    (b) calculated   (c) theoretical    (d) observed 

3. F distribution is also referred to us 

 (a) mean ratio distribution 

 (b) standard error ratio distribution 

 (c) residual term ratio distribution 

 (d) variance ratio distribution 

4. t-test was developed by 

 (a) R.A. Fisher   (b) William S Gosset  (c) F. Yatos   (d) 

None of above 

Ans.  1. (d)       2. (d)       3. (d)         4. (b) 

Fill in the blanks 

1. ________ test is to be applied for testing the equality of two 

population variances. 

2. The z test assumes that the population follow a ________ 

distribution. 

3. The t test is used when the population standard deviation is 

_________. 

4. The chi-square test for independence uses a _________ 

table. 

Ans. 1. F        2. normal         3. unknown          d) contingency 
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Match the following. 

 Column A Column B 

1. t test A.  compare two variances 

2. F test B.  test for independence of goodness 

of fit in category data 

3. Chi-square test c.  Testing mean of large sample with 

known standard deviation 

4. z test d.  Compare two sample means (small 

samples) unknown population 

variance 

Answer : 1. D        2. A         3. B         4. C 

Short answer questions. 

1. When is a z-test used instead of a t test? 

2. What is the decision rule is a two-tailed z test a 5% level? 

3. What type of data is used in a chi-square test? 

4. How are expected frequencies calculated in a contingency 

table? 

5. Which test is used to check homogeneity of variances? 

6. What is the alternative hypothesis in a F test for variances. 

7. When is a t-test used instead of a z test. 

8. Can t-tests be used for more than two groups. 

Long answer questions. 

1. What is z test? Discuss the different application of this test. 
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2. In a sample of 600 man from a certain city, 450 men are 

found of be smokes. In a sample of 900 from another city 

450 are found to be smokers. Do the data indicate that the 

two cities are significantly different w.s.t prevalence of 

smoking habit among men? 

3. 1600 families were selected at random in a city to test the 

belief that high income families usually send their children 

to public schools and low income families often send their 

children to Government schools. The following results were 

obtained. 

 Schools  

Income Public Government Total 

Low 

High 

494 

162 

506 

438 

1000 

600 

Total 656 944 1600 

[N2 = 3.84] 

 Test whether income and type of schools are independent. 

  [Given 
2
05x  (1) – 3.84] 

4. Discuss F test for equality of two population variances. 

5. Define t test, Write its applications. 
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Unit-18 
Analysis of Variance 

 

Unit Structure: 
18.1 Introduction  

18.2 Objectives  

18.3 Assumptions of ANOVA 

18.4 Basic Principle of ANOVA 

18.5 Types of ANOVA 

18.6 Steps involved in One-way ANOVA 

18.6.1 Numerical Example on One-way ANOVA 

18.7 Steps involved in Two-way ANOVA 

18.8 Summing Up 

18.9 Key Points 

18.10 Model Questions 

18.11 References and Suggested Readings 

 

18.1  Introduction 

In this unit, you will learn about Analysis of variance, its 

assumptions and its different types. Analysis of variance or 

ANOVA is a statistical technique that helps in finding out if there is 

a significant difference between the means of three or more groups. 

In real life, there may be situation when instead of comparing two 

sample means, a researcher has to compare three or more than three 

sample means. To test the significant difference between two 

sample means, the test applied is t test. But to test the significant 

difference between the means of three or more groups, the technique 

applied is ANOVA. Thus ANOVA is an extension of t test. The 

technique of ANOVA was developed by R.A. Fisher. 
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18.2 Objectives 

After going through this unit, you will be able to- 

 understand the concept of ANOVA, 

 understand One-way ANOVA, 

 understand Two-way ANOVA. 

 

18.3 Assumptions of ANOVA 

1. The samples are selected at random. 

2. Samples are independent. 

3. Populations from which samples are selected are normally 

distributed. 

4. The population variances are equal. 

 

18.4 The Basic Principle of ANOVA 

The basic principle of ANOVA is to test for difference among the 

means of the populations by examining the amount of variation 

within each of these samples relative to the amount of variation 

between the samples.  

 

18.5 Types of ANOVA 

There are two types of ANOVA that are commonly used, the one-

way ANOVA and the two-way ANOVA. 

1. One-way ANOVA 

This is the most basic form of ANOVA. One-way ANOVA is a 

statistical test used to determine if there are statistically significant 

differences in the mean of three or more groups for a single factor 

independent variable. 

Examples- 
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a) One-way ANOVA can be used to determine whether three 

different drugs have significantly different effects on 

reducing blood pressure. 

b) One-way ANOVA can be used to determine whether 

different fertilizers lead to significantly different crop yields. 

2. Two-way ANOVA 

 In one-way ANOVA, the effect of only one factor is 

considered. But in two-way ANOVA, the effect of two factors is 

considered. Two-way ANOVA is a statistical analysis method used 

to assess how two independent variables (factors) affect a dependent 

variabl. 

Examples- 

a) Two-way ANOVA can be used to study how different 

teaching methods and study time affect student’s test scores. 

b) Two-way ANOVA can be used to analyze the impact of two 

fertilizers (X and Y) on crop yield across different soil types 

(sandy and loaney) 

Stop to Consider 
The ANOVA technique is important in those situations where we 

want to compare more than two populations A one-way ANOVA 

uses one independent variable whereas a two-way ANOVA uses 

two independent variables. 

 

Check Your Progress 
1. Define ANOVA. Write its assumption. 

2. What is the basic principle of ANOVA? 

3. Define one-way ANOVA with examples. 

4. Define two-way ANOVA with examples. 

5. Differentiate between one way ANOVA and two way ANOVA. 
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18.6  Steps involved in one-way ANOVA. 

Lt us suppose that there are n observations, classified into k classes, 

the number of observation in the class being ni (i=1, 2, n) i.e. 





k

1i
inn  

Let yij denote the jth observation in the ith class (i = 1, 2, k; j =1, 2, 

., n) 

Class 

No. 

Observations Class total Class mean 

1 y11 y12 ..     y1j ….. y1n1 
G1=



1-n

1j
1jy  10y

1

1

n
G  

2 y21 y22 ..     y2j ….. y2n2 
G2=



2-n

1j
2jy  20y

2

2

n
G  

3 ..  ..  … ..       ..           .. : : 

: …   ..   …      ..        … : : 

: yi1 yi2 ..     yij ….. yini 
Gi=



ni

1j
ijy  i0y

i

i

n
G  

: ..  ..  … ..       ..           .. : : 

: …   ..   …      ..        … : : 

 yk1   yk2… ykj  yknk 
Gk=



nk

1j
kjy  k0y

k

k

n
G  

1. Set null and alternative hypothesis. 

 The null hypothesis can be stated as below 

  Ho : µ1 = µ2 =… = µk 

 are the alternative hypothesis can be stated as 

  H1 : µ1 ≠ µ2 ≠ ….. ≠ µk 

When µ1, µ2……., µk are the means of the populations from which k 

samples are chosen. 

2. Calculate G=grand total = 



k

1i
Gi 



k

1i



ni

1j
ijy  
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3. Calculate total sum of squares 

  S2 =  
i j

2
2
ij n

G:y  

4. Calculate sum of squares between samples (SSB) 

  SSB = 
n

G
n

Gi 2k

1i i

2




 

5. Calculate sum of squares within samples (SSW) 

  SSW = S2 – SSB 

6. Calculate degrees of freedom of total between and within 

samples. 

  df (total) = n-1 

  df (between) = k-1 

  df (within) = df (total) – df (between) 

   = (n-1) – (k-1) 

   = n-k 

7. Calculate mean squares between squares (MSB) and mean 

square within samples (MSW) given by 

  MSB = 
1K

SSB


 

 and MSW = 
kn

SSW


 respectively. 

 

8. Calculate the test statistic. 

 F = 
SSW
MSB  which follows F distribution with (k-1, n-k) d.f. 

9. In the last step, we compare the calculated value of F with 

the tabulated value of F for (K-1, N-k) d.f at the specified level of 

significance usually 5% or 1% level. If the calculated value is 

greater than the tabulated value, the null hypothesis is rejected and it 

can be concluded that all the population means are not equal; 

otherwise the null hypothesis is rejected. 
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One-way ANOVA table 

Source of 

variation 

Sum of 

squares 

Degrees of 

freedom 

Mean squares Test Statistic 

Between 

samples 

SSB K-1 
MSB=

1K
SSB


 F=
MSW
MSB

 

Within 

samples 

SSW N-K MSW=

KN
SSW


 

 

Total SST N-I   

 

18.6.1 Example 

A test was given to five students taken at random from the fifth class 

of three schools of a town. The individual scores are 

School 1 9 7 6 5 8 

School 2 7 4 5 4 5 

School 3 6 5 6 7 6 

Carry out the analysis of variance  

 

Solution: The null hypothesis is 

Ho : There is no significant difference between the performance of 

schools. 

 Ho : µ1= µ2= µ3 

 and the alternative hypothesis is  

 H1 : µ1 ≠ µ2 ≠ µ3 
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School 1 School 2 School 3 

9 7 6 

7 4 5 

6 5 6 

5 4 7 

8 5 6 

G1=35 G2=25 G3=30 

 

G = G1+G2+G3 = 35+25+30=90 

S2 =  
n

Gyi
2

2
ij   = 568-

15
)90( 2

 

   = 568 – 540 

   = 28 

Sum of squares between schools 

    SSB  = 
n

G
n
G 23

1 i

2
i 

i
 

     = 
15

)90()302535(
5
1 2

2
22   

  = 550 – 540 

  = 10 

 

 Sum of squares within schools (ssw) 

  SSW  = S2-SSB 

   = 28-10 

   = 18 
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ANOVA Table 

Source of 

variation 

df SS MS F 

SSB 3-1=2 10 5
2

10
  33.3

5.1
5

  

SSW 14-2=12 18 5.1
12
18

   

S2 15-1=14 28   

 

Table value of F for (2, 12) d.f at 5% level of significance is 3.8853. 

Since the calculated value of F(=3.33) is less than the tabulated 

value of F for (2, 12) d.f. at 5% level of significance, so we accept 

the null hypothesis and conclude that there is no significant 

difference between the performance of schools. 

 

18.7 Steps involved in Two-way ANOVA 

Let us suppose that there are N = pq observations classified 

according to two criteria of classification into p classes and q 

groups. 

Let y is denote the value of the variate of the it h class and jth group 

(i=1,2, ., p; j=1, 2, ., q) 
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Group 

Class 

I .. .. jth group .. .. q Class Totals Class 

Means 

1 yii .. .. yij .. .. yiq 
C1= ij

q

1j
y



 y10=
q
C1  

… … … … … … … … 

i yii .. .. yij .. .. yiq 
Ci= ij

q

1j
y



 y10=
q
c i  

… … … … … … … … 

P ypi .. .. ypj .. .. ypr 
Cp= pj

q

1j
y



 y10=
q
cp  

Group 

Totals 

G1=


iG

p

i
ily  

 Gj=




jG
p

1i
ijy  

 Gq=




pG
p

1j
ijy  

G  

Group 

Means 
yo1=

p
Gi

 
 

yoj=
p
Gj

 
 

yoq=
p

Gq
 

  

 

1. Set up null and alternative hypothesis. In two way ANOVA, 

we have two sets of null and alternative hypothesis. 

 1st set of null and alternative hypothesis. 

 Hoi : Different classes have same means. 

 Hii : Different classes do not have same mean  

2nd set of null and alternative hypothesis 

 Ho2 : Different groups have same means. 

 H12 : Different groups do not have same mean 

2. Calculate G = Ground total  

= 
i j

ijy  

= sum of all observations 
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3. Calculate total sum of squares given by 

  S2 = 
pq
Gy

2p

1i

q

1j

2
ij 

 

 

4. Calculate sum of squares due to classes given by 

  2
cS = q

2p

1i

2
i

p
G

q
C



  

5. Calculate sum of squares due to groups given by 

  2
gS = q

2q

1j

2
i

p
G

p
G



  

6. Calculate error sum of squares given by 

  2
eS = S2- e

cS - 2
gS  

7. Next, degrees of freedom for total variation, between class 

variation and error variation are calculated and are given by pq-1, p-

1, q-1 and (p-1) (q-1) respectively, 

8. In this step, mean squares within class, group and error are 

calculated and are given as 

  MSC=
1p

S2
c


 

  MSG = 
1q

S2
Q


 

  MSE = 
1)-(q 1)(p

S2
E


 

9. Calculation of test statistic.  

For testing the null hypothesis, that the different classes have same 

means, we can apply F test. The test statistic is  

 F= F~
MSE
MSC  distribution with ((p-1), (p-1) (q-1)) d.f. 
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Also, for testing the null hypothesis that the different groups 

have same mean, we can apply F test. The test statistic is 

 F= F~
MSE
MSG  distribution with ((q-1), (p-1) (q-1)) d.f. 

10. Comparing 
MSE
MSC  with tabulated value of F at specified 

level of significance with (p-1), (p-1) (q-1) d.f, we draw conclusion 

regarding class variation. 

Similarly comparing 
MSE
MSG  with tabulated value of F at specified 

level of significance with ((q-1), (p-1) (q-1)) d.f, we draw 

conclusion regarding group variation. 

 

Two way ANOVA 

Source Sum of 

squares 

Degrees 

of 

freedom 

Mean squared F 

Class 2
CS  p-1 

1p
SMSC

2
C


  MSE

MSC
1 F  

Group 2
GS  q-1 

1q
SMSG

2
C


  MSE

MSG
2 F  

Error 2
ES  (p-1) (q-

1) 1)(q 1)-(p
SMSE

2
E


  

 

Total S2 P2-1   

 

The following table represent the number of units of graduation per 

day turned at by 4 different workers using 5 difference types of 

Machines. 
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Workers Machine Types 

A B C D E 

1 4 5 3 7 6 

2 6 8 6 5 4 

3 7 6 7 8 8 

4 3 5 4 8 2 

On the basis of this information, can it be concluded that 

a) The mean productivity is the same for different machines 

b) The workers don’t differ with regard to productivity null 

hypothesis the first & second hypothesis are 

Ho1 : The mean productory is the same for four different 

machines. 

 And the alternative hypothesis is 

H11 : The mean productivity is not the same for few different 

machines 

 The second null hypothesis is 

H02 : The five workers donot differ with respect to mean 

productivity. 

 The alternative hypothesis is 

H12 : The five workers differ with respect to mean productivity. 

 To simplify calculations, let us deduct 40 from each case. 
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Machine Type 

Workers A B C D Total 

1 4 -4 8 -2 C1= 06 

2 8 0 10 4 C2= 22 

3 -3 -2 0 -4 C3= -9 

4 5 -6 5 -8 C4= -4 

5 0 4 10 0 C5= 14 

Total G1=14 G2=8 G3=33 G4=-10 G=29 

 

Here p=5, q=4 

G = Sum of all observations 

    = 
i j

ijy  

    = 29 

S2 = 
pq
Gyij

2
2   

    = 575 - 
45
)29( 2


 

    = 532.95 

2
cS = Sum of squares between workers (rows) 

    =  q
C 2

i  - q
2

p
G  

    =  22222 14)4()9(22)06(
4
1

 -
45
)29( 2


 

    = 161.20 
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2
gS = sum of sq between machines 

    =  
j

22
j

pq
G

p
G

 

    =  
45

29)10(33)8()14(
5
1 2

2222


  

    = 247.75 

 2
iS = Error sum of square 

     = S2-Sc
2-Sg

2 

     = 532.15 – 161.20 – 247.75 

     = 124 

Source of 

variation 

SS Df Rs F 

Between 

Workers 

161.20 5-1=4 40.30 F1= 90.3
33.10
30.40

  

Between 

Machines 

247.75 4-1=3 82.5831 F2= 99.7
33.10
583.82

  

Residual 12.4 12 10.33  

Total 532.95 20-

1=19 

  

 

 Tabulated F0.05 (4,12) = 3.26 

 Tabulated F0.05 (3,12) = 3.49 

Since calculated value of F1 (=3.26) for (3.90) is greater than the 

tabulated value of F(=3.26) for (4,12) d.f. at 5% level of significant 

so we reject the null hypothesis and conclude that the fireworkers 

differ with respect to mean productivity. 
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 Since calculated value of F2 (=7.99) greater than the 

tabulated value of F(=3.49), so we reject the null hypothesis and 

conclude that the mean productivity is not the same for four 

different machines. 

 

18.8  Summing Up 

1. Analysis of variance (ANOVA) is a statistical test used to 

analyze the difference between the means of more than two 

groups. 

2. ANOVA uses F test to statistically test the equality of mean. 

3. There are two types of ANOVA – one way ANOVA and two 

way ANOVA. 

4. One-way ANOVA uses one independent variable. 

5. Two-way ANOVA uses two independent variable.  

6. ANOVA relies on certain assumptions and violating these 

assumptions can lead to inaccurate results. 

7. ANOVA is essentially an extension of the t test. 

 

18.9 Key Points 

1. The ANOVA technique is important in the context of all 

those situations where we want to compare more than two 

populations such as in comparing the yield of crop from 

several varieties of seeds. 

2. The basic principle of ANOVA is to test for differences 

among the means of the populations by examining the 

amount of variations within each of these samples, relative 

to the amount of variation between the samples. 
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3. Only one factor is considered in case of one-way ANOVA. 

4. The two-way ANOVA technique is used when the data are 

classified on the basis of two factors. 

 

18.10 Model Questions 

Multiple choice questions 

1. Analysis of variance is a statistical method of comparing the 

_______ of several populations. 

 (a) standard deviations   (b) means   (c) variances   (d) none 

of the above 

2. ANOVA was developed by _______ 

 (a) Rutherford    (b) J.J. Thomsen  (c) R.A. Fisher   (d) 

Stephen 

3. What are the two types of variance which can occur in your 

data? 

 (a) Independent and confounding   (b) Between and wether 

groups 

 (c) Experimenter and participant  (d) None of above. 

4. Two-way ANOVA involves ________ independent factors 

 (a) 1       (b) 2      (c) 3      (d) 6 

Ans : 1. (b)    2. (C) 3. (b)       4. (b) 

Fill in the blanks. 

1. ANOVA stands for ___________. 

2. The ANOVA test assumes that the samples are drawn from 

populations that are _________ distributed. 
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3. One-way ANOVA is used when we are comparing means of 

______ or more groups based on one factor. 

4. The formula for calculating mean square is MS= Sum of 

squares______ 

Answers : 1. Analysis of variance     2. Normally     3. Three    

4. Degrees of freedom 

State whether True or False. 

1. ANOVA is used to compare the means of two groups only. 

2. The F-test or ANOVA is the ratio of between group variance 

to within group variance. 

3. In one-way ANOVA, there is only one independent variable. 

4. You can run ANOVA even if the observed are not 

independent. 

Answers : 1. False    2. True   3. True    4. False 

Match Column A with Column B 

 Column A   Column B 

1. One way ANOVA  a. All group means are equal 

2. Two way ANOVA  b. Independent variables in  

ANOVA 

3. Facier    c. used to compare mean of  

three on more group 

4. Null hypothesis in ANOVA d. Compare means based on  

two factors 

Answers : 1 (C)          2 (D)           3 (B)          4 (A) 

Short Answer Questions. 

1. What is the main difference between ANOVA and t test? 

2. What are components of the ANOVA table? 
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3. What is the main purpose of using ANOVA. 

4. What does a significant F value indicates in ANOVA. 

5. What does the term ‘factor’ mean in the context of 

ANOVA? 

Long-Answer Questions. 

1. Differentiate between one-way ANOVA and two-way 

ANOVA by giving suitable example. 

2. Define one-way ANOVA. Write the steps involved in one-

way ANOVA. 

3. Explain the procedure followed for carrying out two-way 

ANOVA. 

4. Set an analysis of variance table for the following per-acre 

production data for three variations of wheat, each grew on 4 

plots and state if the variety differences are significant. 

Per acre production data 

Plot of land Variety of wheat 

A B C 

1 6 5 5 

2 7 5 4 

3 7 3 3 

4 8 7 4 
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Unit-19 
Research Report Writing 

 

Unit Structure: 
19.1  Introduction 

19.2  Objectives 

19.3  Report Writing: an Introduction 

19.4  Significance of Report Writing 

19.5  Steps in Writing a Research Report 

19.6  Layout of a Research Report 

19.7  Precautions for Writing Research Reports 

19.8  Summing Up 

19.9  Model Questions 

19.10 References and Suggested Readings 

 

19.1 Introduction  

In any research journey, the final and most crucial step is 

communicating the findings effectively- and this is achieved 

through report writing. A research report is not just a summary of 

what was studied, but a comprehensive document that presents the 

purpose, process, and outcomes of a study in a structured and 

accessible manner. It enables researchers to share insights, inform 

decision-makers, and contribute meaningfully to the existing body 

of knowledge. This unit introduces learners to the fundamental 

aspects of research report writing, including its layout, importance, 

and essential precautions.  

By the end of this unit, learners will understand the significance of 

presenting research systematically and will be equipped with the 

necessary skills to draft effective and impactful research reports. 
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19.2 Objectives  

After going through this unit, you will be able to- 

 understand the purpose and importance of research report 

writing, 

 identify the key components and structure of a research 

report, 

 recognize the role of bibliography, appendices, and indexing, 

 apply key precautions in writing research reports. 

 

19.3 Report Writing: an Introduction 

Report writing is the final and essential phase of a research study. A 

research project is not truly complete until the findings are formally 

recorded and shared through a report. The report acts as a bridge 

between the researcher and the audience, ensuring that the 

knowledge gained from the study is communicated effectively. 

Without this step, even the most innovative ideas, well-planned 

research designs, and insightful conclusions may go unnoticed or 

underappreciated. Therefore, preparing a clear and comprehensive 

research report is a vital part of the overall research process. 

 

19.4 Significance of Report Writing 

Report writing is an essential component of the research process that 

transforms raw findings into a coherent and impactful document. It 

ensures that research outcomes are effectively communicated, 

validated, and utilized for academic, professional, or policy-related 

purposes. Following are some key reasons that highlight the 

significance of report writing: 
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a. Completes the Research Process: Report writing marks the 

conclusion of a research study, giving it a formal structure 

and completeness. 
b. Effective Communication Tool: It allows the researcher to 

share their findings clearly and systematically with others, 

including scholars, practitioners, and policymakers. 

c. Adds Value to Research: Even the most excellent research 

work is of limited use if it is not properly communicated. A 

well-written report gives meaning and utility to the research. 
d. Contributes to Knowledge: Research findings need to be 

documented so they can become part of the broader body of 

knowledge and be referred to by others in the future. 

e. Encourages Credibility and Transparency: A written 

report allows readers to examine the research methods and 

results, promoting accountability and transparency. 
f. Facilitates Decision Making: In applied research, especially 

in business or policy-making contexts, reports help 

stakeholders make informed decisions based on evidence. 

g. Professional Skill Development: Writing a research report 

also develops the researcher’s ability to organize thoughts, 

present arguments logically, and write effectively- skills 

valuable across many professions. 

h. Expert Guidance May Be Needed: Since report writing 

demands precision and clarity, researchers often seek expert 

advice to ensure the report meets academic or professional 

standards. 

 

19.5 Steps in Writing a Research Report 

Research report writing is not just about putting words on paper- it 

is a systematic and reflective process. A well-written report ensures 

that the findings of a research study are understood and appreciated 
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by others. The following steps outline how to develop a research 

report, from planning to final presentation: 

1. Logical Analysis of the Subject Matter  

This is the foundation of report writing. Before writing 

anything, the researcher must carefully think about how to 

structure the content. There are two common approaches: 

 Logical Approach: This method builds the report by 

linking ideas through reasoning. The researcher 

begins with simple concepts and gradually moves to 

more complex ones. This approach is useful when 

explaining ideas that require deep understanding. 

 Chronological Approach: This method presents 

information in the order in which events happened. It 

is especially useful when explaining procedures, 

events, or developments that occurred over time. 

Choosing the right approach ensures the report flows in a 

way that is logical and easy for readers to follow. 

2. Preparation of the Final Outline 

The outline serves as a blueprint for the entire report. It 

organizes the content into main headings and subheadings, 

showing the structure of the report at a glance. It helps in: 

 Arranging ideas systematically 

 Avoiding repetition or omission of points 

 Ensuring that the report maintains a clear and logical 

flow 

This stage sets the direction for writing the first draft. 
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3. Preparation of the Rough Draft 

The rough draft is the first version of the report, written 

based on the outline. In this draft, the researcher puts down 

all relevant information in a detailed manner, including: 

 The problem studied 

 The objectives of the research 

 The methods of data collection 

 Challenges faced during the study 

 Techniques used for data analysis 

 Major findings and conclusions 

 Suggestions and recommendations 

This draft may not be perfect, but it helps to record all the 

work done during the research process. 

4. Rewriting and Polishing the Rough Draft 

This is one of the most important and time-consuming steps. 

In this stage, the researcher revises the rough draft to 

improve: 

 Clarity: Sentences should be easy to read and 

understand. 

 Flow: Ideas should be logically connected. 

 Grammar and language: Check for spelling mistakes, 

grammatical errors, and proper sentence structure. 

 Consistency: Make sure that the same terminology 

and formatting are used throughout the report. 

The researcher must also check whether the report reads 

smoothly, like a well-built structure, and not like an uneven 

wall of loosely connected thoughts. This step turns a rough 

collection of information into a well-organized document. 
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5. Preparation of the Final Bibliography 

The bibliography is a list of all the sources the researcher 

referred to while conducting the study. It enhances the 

credibility of the research, offers transparency about the 

materials used, and serves as a useful guide for readers who 

may wish to explore the topic further. 

The bibliography is typically divided into: 

 Books and pamphlets 

 Articles from journals, magazines, or newspapers 

Each entry should follow a consistent format. For example: 

Books: 

a. Author’s name (last name first) 

b. Title of the book (italicized or underlined) 

c. Place of publication, name of publisher, and year 

d. Number of volumes (if any) 

Articles: 

a. Author’s name (last name first) 

b. Title of the article (in quotation marks) 

c. Name of the periodical (italicized or underlined) 

d. Volume and issue number 

e. Date of publication 

f. Page numbers 

* Note: There are multiple acceptable formats. The key is to 

maintain one consistent style throughout. 

6. Writing the Final Draft 

This is the last and most refined version of the research 

report. It should be: 

 Written in simple, precise language 
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 Objective in tone, avoiding personal bias or vague 

phrases like "it seems" 

 Free from technical jargon unless it’s explained 

clearly 

 Supported with real-life examples or illustrations 

wherever needed 

 Engaging and original to maintain the interest of the 

reader 

A well-written final draft doesn’t just inform- it also adds 

value, solves a research problem, and contributes new 

insights to the subject. 

 

Stop to Consider 

Report writing for qualitative and quantitative research differs 

significantly in structure, data presentation, and interpretation. 

Qualitative research reports focus on narrative descriptions, 

presenting data through themes, patterns, and direct participant 

quotes. They are more subjective and reflective, with an emphasis 

on interpretation and meaning within the context of the research 

problem. Quantitative research reports, on the other hand, are data-

driven, presenting numerical results through tables, charts, and 

statistical analysis. They focus on objective measurements and aim 

to confirm or reject hypotheses using statistical tests. While 

qualitative reports often explore complex human experiences and 

relationships, quantitative reports emphasize precision, objectivity, 

and generalizability of results. Both require clear structure and 

systematic analysis, but qualitative reports are more descriptive and 

open to varied interpretations, whereas quantitative reports are 

concise, focusing on data accuracy and statistical significance. 
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Check Your Progress 

1. What is the purpose of report writing in research? 

2. List two steps involved in writing a research report. 

3. Name one benefit of including a bibliography in a research 

report. 

 

19.6 Layout of a Research Report 

The layout of a research report refers to the structure or organization 

of its content. It ensures that the report is presented in a clear, 

logical, and reader-friendly manner. A well-organized layout allows 

readers to: 

 Understand the context and scope of the study 

 Judge the appropriateness of the research methods 

 Evaluate the significance of the findings 

A standard research report typically consists of three main parts: 

A. Preliminary Pages 

These are the front sections of the report and serve to prepare 

the reader for what is to follow. They include: 

a. Title Page: Displays the title of the report, name of 

the researcher, institution, and date. 

b. Acknowledgements/Preface/Foreword: This 

section allows the researcher to thank individuals or 

institutions that supported the research. 

c. Table of Contents: Lists all the sections and sub-

sections of the report with corresponding page 

numbers. 

d. List of Tables and Figures: Helps readers quickly 

locate charts, graphs, and tables used in the report. 
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These elements help the reader navigate the document easily. 

B. Main Text 

This is the core part of the research report and contains all 

the essential details. It is generally divided into the following 

components: 

a. Introduction 

 Introduces the research topic and explains 

why it was chosen. 

 Clearly states the objectives, research 

questions, and hypotheses. 

 Describes the background of the problem, 

referring to earlier related research to place 

the study in context. 

 Defines key concepts and explains the scope 

and limitations of the study. 

 Describes the research design, methods of 

data collection, sample details, and statistical 

tools used for analysis. 

The introduction must give the reader a clear idea 

about what the research is about and how it was 

conducted. 

b. Statement of Findings and Recommendations 

 Presents a summary of key findings in simple, 

non-technical language. 

 Offers practical recommendations based on 

the findings. 
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 This section is especially important for 

policymakers, practitioners, or decision-

makers who may not read the entire report but 

are interested in the outcomes. 

c. Results 

 Provides a detailed account of the findings 

with supporting evidence. 

 Includes tables, graphs, charts, and other 

visual aids to help present the data clearly. 

 Presents statistical summaries and 

interpretations. 

 Organizes the results in a logical order, 

usually based on the research questions or 

hypotheses. 

Here, the researcher must be selective and focus only 

on relevant results. 

d. Implications of the Results 

 Discusses the meaning and significance of the 

findings. 

 Explains how the results contribute to 

knowledge or can be applied in real life. 

 Covers three important aspects: 

(a) What inferences can be drawn? 

(b) What are the limitations of 

generalizing the findings? 

(c) What new questions have emerged 

from the study? 
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 Ends with a conclusion that links back to the 

hypotheses and discusses future research 

possibilities. 

e. Summary 

 Offers a concise recap of the entire study. 

 Includes the research problem, methods used, 

key findings, and conclusions. 

 This helps readers quickly grasp the overall 

essence of the report. 

C. End Matter 

The end section of the report includes supplementary and 

reference materials: 

a. Appendices 

 Survey questionnaires or interview guides 

 Detailed calculations or statistical formulas 

 Sample information, coding sheets etc. 

b. Bibliography: A list of all sources (books, articles, 

and websites) referred to in the study, presented in a 

consistent format. 

c. Index: An alphabetical list of key topics, names, and 

terms along with page numbers where they appear in 

the report. This helps readers locate specific content 

quickly. 

 

19.7 Precautions for Writing Research Reports 

A research report serves as a means of communicating research 

findings effectively. To ensure it achieves this goal, the following 

precautions should be taken: 
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a. The report should be long enough to cover the topic but 

concise enough to maintain reader interest. 

b. Avoid abstract terminology and technical jargon, using 

simple, objective language. 

c. Provide easy access to key findings through charts, graphs, 

and statistical tables. 

d. Ensure the layout is appropriate and aligned with the 

research objectives. 

e. The report should be free of grammatical errors and follow 

proper writing techniques, including accurate punctuation 

and documentation. 

f. Present a logical analysis of the subject matter, ensuring the 

components of the research fit cohesively. 

g. The report should reflect originality and contribute to 

solving an intellectual problem. 

h. Mention policy implications and suggest future research 

directions. 

i. Include appendices for technical data. 

j. A bibliography of sources consulted is essential. 

k. Prepare an index for easy navigation of the report. 

l. The report should be neat, clean, and professionally 

presented. 

m. Mention any calculated confidence limits and constraints 

faced during the research. 

n. Clearly state the study's objectives, methods, and analysis 

techniques in the introduction. 

 

Check Your Progress 
1. What is the significance of clarity in research report writing? 

2. Why is it important to avoid technical jargon in a research 

report? 
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3. How does report writing contribute to the completion of a 

research study? 

 

19.8 Summing Up 

 A research study is incomplete without a report, which 

ensures the findings are effectively communicated and 

utilized. 

 Report writing adds value to the research, enhances its 

credibility, contributes to knowledge, and aids in decision-

making. 

 Writing a research report involves logical analysis, outlining, 

drafting, revising, preparing the bibliography, and finalizing 

the document. 

 A typical research report consists of preliminary pages, main 

text (introduction, findings, results, implications, and 

summary), and end matter (appendices, bibliography, and 

index). 

 Ensure clarity, simplicity, logical structure, proper 

formatting, originality, and professional presentation 

throughout the report. 

 

19.9 Model Questions 

1. Discuss the significance of report writing in the research 

process and how it contributes to the communication of 

research findings. 

2. Explain the steps involved in writing a research report, 

highlighting the importance of each phase in ensuring clarity 

and coherence. 
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3. Critically analyze the layout of a research report and discuss 

how it helps in organizing information for the reader. 

4. Discuss the role of professional guidance in ensuring the 

accuracy and clarity of a research report. Why might 

researchers seek expert advice? 
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Unit-20 
Types of Reports and Computer Use 

 

Unit Structure: 
20.1 Introduction 

20.2 Objectives 

20.3 Types of Research Reports 

20.4 Computer Applications in Research 

20.5 Summing Up 

20.6 Model Questions 

20.7 References and Suggested Readings 

 

20.1 Introduction  

This unit builds upon the foundational understanding of Research 

Report Writing covered in the previous section. While the earlier 

unit focused on the structure, style, and essential components of a 

well-written research report, this unit delves deeper into the types of 

research reports and explores how researchers can leverage 

computer applications to enhance the research process. 

Understanding the various forms in which research can be 

communicated- such as technical reports, popular reports, 

monographs, or oral presentations- is crucial for selecting the most 

appropriate format based on the research purpose and target 

audience. Equally important is the role of technology in modern 

research. Today, computer applications and digital tools assist 

researchers at every stage, from literature review and data analysis 

to plagiarism detection and collaborative writing. 

By the end of this unit, learners will be able to identify and 

differentiate between different types of research reports, and 

appreciate how various computer-based tools and platforms 
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contribute to the efficiency, accuracy, and credibility of research 

work. 

 

20.2 Objectives  

After going through this unit, you will be able to- 

 Understand different types of research reports, 

 Identify suitable report formats for various audiences, 

 Recognize key computer applications used in research, 

 Explain the role of information technology in research work. 

 

20.3 Types of Research Reports 

When it comes to research reports, there is no one-size-fits-all 

format. The style and length of a report usually depend on the nature 

of the research problem and the needs of the audience. For example, 

businesses usually prefer short, letter-style reports, often limited to 

one or two pages. Banks, insurance companies, and financial 

institutions often issue brief balance-sheet-style reports for their 

shareholders and customers. Mathematicians often present their 

findings using algebraic notations, while chemists use symbols and 

formulas. Students of literature typically prepare longer reports 

involving detailed critical analyses, often filled with quotations from 

the authors they study. In education and psychology, reports are 

often based on experimental results, supported by detailed statistical 

tables. Clinical psychologists and social researchers frequently 

adopt the case-history format for their reporting. 

News articles in newspapers also represent a form of reporting, 

providing firsthand accounts of events or compiling interviews with 

eyewitnesses. In such reports, the most important information 

appears first, with less critical details following. Similarly, book 
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reviews that examine a book’s content, style, and author's viewpoint 

are also a form of short reporting. Government bureaus, special 

commissions, and similar bodies often produce detailed and 

comprehensive reports on various issues, which are considered 

valuable research contributions. Likewise, Ph.D. theses and 

academic dissertations are examples of elaborate research reports 

created by learners. 

From these examples, it is clear that research results can be 

presented in different formats, such as technical reports, popular 

reports, articles, monographs, or even oral presentations. The choice 

of format depends on the context of the study and the nature of its 

findings. Generally, a technical report is prepared when a complete 

and detailed written account is required for record-keeping or public 

sharing, while a popular report is used when the research has direct 

policy or practical implications. 

Broadly, reports are classified into two main types: 

(A) Technical Reports 

(B) Popular Reports 

A. Technical Report: A technical report is intended for readers 

who seek a complete and detailed account of the research, 

including the methods employed, the assumptions made the 

full findings, and supporting evidence along with any 

limitations. It focuses on technical or scientific research and 

is characterized by its detailed, data-driven approach. 

A typical structure of a technical report includes: 

a. Summary of Results: A brief overview of key 

findings, usually within two or three pages. 

b. Background of the Study: Introduction to the 

problem, the objectives of the research, working 
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hypotheses, types of data collected, and the methods 

of analysis planned. 

c. Research Methods: Clear explanation of methods 

used, such as how samples were selected and what 

limitations were faced. 

d. Data Description: Information about where the data 

came from, its characteristics, and any limitations. If 

secondary data is used, its relevance and adequacy 

must be discussed. 

e. Analysis and Findings: Detailed breakdown of how 

data was analyzed and what was found. Supporting 

charts and tables are included here. This is usually 

the largest part of the report. 

f. Conclusions and Implications: A full summary of 

the study’s findings along with possible policy or 

practical suggestions based on the results. 

g. References: A list of sources and readings consulted 

during the research. 

h. Technical Appendices: Additional technical 

information, such as questionnaires used, 

mathematical formulas, or complex analytical 

methods. 

i. Index: An organized index at the end to help readers 

quickly locate important topics. 

While this structure is common, it can vary depending on the 

specific needs of a report. Charts, diagrams, and visual tools 

should be used wherever possible to make the technical 

report easier to read and understand. 
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B. Popular Report: A popular report is prepared for a broader 

audience, typically decision-makers or the general public, 

who prefer simplicity and practical relevance over detailed 

technical explanations. It is written in simple, clear language 

for non-specialists or general readers. 

The key features of a popular report include: 

 Clear and Simple Language: Avoiding technical 

jargon and complex statistics as much as possible. 

 Attractive Presentation: Use of larger fonts, 

engaging headings, charts, diagrams, and sometimes 

even creative elements like cartoons to maintain 

interest. 

 Focus on Practical Insights: Highlighting the 

findings that have direct real-world applications. 

A popular report usually follows this pattern: 

a. Key Findings and Their Importance: Presentation 

of the most relevant results in a straightforward 

manner. 

b. Recommendations: Practical advice or actions 

suggested based on the findings. 

c. Background of the Study: A simple explanation of 

why the study was done and what it aimed to 

achieve. 

d. Research Methods: A short, non-technical 

description of how the research was carried out. 

e. Results Section: A detailed yet simple explanation of 

findings, heavily supported by visuals like graphs 

and charts. 
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f. Appendices (if needed): If necessary, basic technical 

details can be provided in an appendix. However, if 

the report is mainly for the general public, detailed 

appendices are often avoided. 

The main goal of a popular report is to communicate 

research findings clearly and usefully, focusing on practical 

outcomes rather than theoretical or technical complexities. 

Besides technical and popular reports, there are several other types 

of reports used for different purposes in research and practice. These 

include article reports, monographs, case study reports, and oral 

presentations. Each form has its specific relevance depending on the 

nature of the research and the audience it addresses. Following are 

some other common types of research reports: 

C. Article Reports: These are short, concise reports usually 

published in academic journals or conference proceedings. 

They focus on specific aspects of research, such as a 

particular experiment, data set, or analysis. Article reports 

typically provide enough information for researchers and 

practitioners to understand the findings and implications, but 

they are not as extensive as full research reports. These 

reports usually include a summary of the methods used, key 

results, and a discussion of the conclusions. 

D. Monographs: A monograph is a long, detailed report that is 

typically devoted to a single subject or research topic. It 

provides a comprehensive overview, including historical 

context, literature review, methodology, data analysis, and 

conclusions. Monographs are usually written by experts or 

scholars and may be published as standalone books or as part 

of academic series. Unlike article reports, they allow for 

deeper exploration and provide more extensive analysis. 
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E. Case Study Reports: These reports focus on a specific 

instance, event, or phenomenon. They are used to analyze a 

real-life case, often providing insight into how certain 

variables or factors affect outcomes. Case study reports 

typically include background information, a detailed analysis 

of the case, and conclusions that can be applied to similar 

situations. They are common in fields such as business, 

medicine, law, and social sciences, where understanding 

specific cases can contribute to broader insights. 

F. Oral Presentations: These are verbal reports delivered to an 

audience, often at conferences, seminars, or meetings. Oral 

presentations summarize key aspects of research and are 

typically accompanied by visual aids like slides or charts to 

enhance understanding. They are designed to communicate 

the core findings and implications of research clearly and 

efficiently. While oral presentations may not go into as much 

detail as written reports, they provide an opportunity for 

researchers to engage with an audience, answer questions, 

and receive feedback. 

 

20.4 Computer Applications in Research 

Computers have become an essential tool in modern research across 

all fields. They support researchers at every step- from planning and 

data collection to analysis, writing, and presenting results. Here are 

the main ways computers are applied in research: 

a. Literature Search and Review: Computers enable 

researchers to access a wide range of digital libraries, 

academic databases (such as Google Scholar, JSTOR, and 

Science Direct), and online journals. Additionally, reference 



369 
 

management tools like Mendeley, Zotero, and EndNote 

assist in organizing citations and bibliographies efficiently. 

b. Data Collection and Storage: Computers facilitate efficient 

data collection through online surveys, digital forms, and 

specialized data collection software. They also provide 

secure storage options, allowing researchers to organize, 

back up, and manage large volumes of data systematically. 

c. Data Analysis: Researchers use computers to analyze data 

using statistical software such as SPSS, SAS, R, and Python. 

These tools help perform complex calculations, statistical 

testing, and data visualization, making analysis faster, more 

accurate, and comprehensive. 

d. Simulation and Modeling: In many research fields, 

computers are used to create simulations and models to 

predict outcomes, test hypotheses, and understand complex 

systems. Software like MATLAB, ANSYS, and Simulink 

are commonly used for this purpose. 

e. Report Writing and Presentation: Computers support the 

drafting, editing, and formatting of research reports using 

word processing software like Microsoft Word or Google 

Docs. For presentations, tools like PowerPoint, Prezi, and 

Canva help create impactful visual aids to present research 

findings effectively. 

f. Communication and Collaboration: Computers make it 

easier for researchers to collaborate remotely through emails, 

video conferencing (Zoom, Microsoft Teams, Google Meet), 

and project management tools like Trello, Slack, and Asana. 

They also enable sharing of documents and data in real-time. 

g. Publication and Dissemination: Researchers can submit 

papers online to journals; upload their work to research 
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repositories, and share findings via social media platforms or 

academic networking sites like ResearchGate and 

Academia.edu, thus reaching a wider audience. 

h. Plagiarism Detection and Editing: Researchers use 

software tools like Turnitin, Grammarly, and Quillbot to 

ensure originality, check grammar, and refine the quality of 

their writing. These tools help in maintaining academic 

integrity and enhancing the overall clarity and 

professionalism of research documents. 

In short, computers make research faster, easier, more accurate, and 

more organized. They empower researchers to conduct deeper 

analysis, collaborate widely, and share knowledge effectively across 

the world. 

Stop to Consider 

Cloud Computing in Research 

Cloud platforms such as Google Drive, Dropbox, OneDrive, and 

Amazon Web Services (AWS) provide flexible and secure storage 

solutions for researchers. These tools enable real-time collaboration, 

effortless sharing, and centralized data management- especially 

valuable in multi-author or cross-institutional research projects. 

 

Check Your Progress 

1. Who is the target audience of a technical report? 

2. Mention any two features of a popular report. 

3. What type of report is often presented verbally at 

conferences? 

4. Name any two software tools used for referencing and 

citation. 

5. What is the main purpose of using SPSS or R in research? 



371 
 

20.5 Summing Up 

 Research reports vary in style and length based on the 

research problem and audience needs. 

 The two main types of research reports are Technical 

Reports (detailed and data-driven) and Popular Reports 

(simple and practical for a general audience). 

 Other important formats include Article Reports, 

Monographs, Case Study Reports, and Oral Presentations. 

 The choice of report type depends on the nature of the 

research and the intended readers. 

 Computers play a vital role in research by supporting 

literature search, data collection, data analysis, simulation 

and modeling, report writing, collaboration, publication, and 

plagiarism detection. 

 Digital tools and cloud computing have made research more 

efficient, accessible, and collaborative. 

 

20.6 Model Questions 

1. Why is it important to choose the right format of a research 

report based on the target audience? Support your answer 

with examples. 

2. Discuss how computer applications have transformed the 

way research is conducted and reported. 

3. Evaluate the importance of plagiarism detection tools in 

maintaining academic integrity in research writing. 

4. How do oral presentations contribute to the research process 

beyond written reports? 
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5. Suppose you are working on a group research project. 

Explain how cloud computing can enhance your 

collaboration and productivity. 
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